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1 URAI 2024

The Upper Rhine Artificial Intelligence Symposium is the annual scientific con-
ference and networking event of the tri-national AI research community of
TriRhenaTech.

URAI 2024 was hosted by the Institute for Machine Learning and Analytics at
Offenburg University on November 13th and 14th.

General chairs: Klaus Dorer (HS Offenburg) and Janis Keuper (HS Offen-
burg)

Program Committee: Klaus Dorer (HS Offenburg), Uwe Haneke (HS Karl-
sruhe), Janis Keuper (HS Offenburg), Thomas Lampert (Université de Stras-
bourg), Tobias Lauer (HS Offenburg), Jean-Philippe Lauffenburger (Université
de Haute-Alsace), Stefan Naumann (HS Trier), Daniela Oelke (HS Offenburg),
Maja Temerinac-Ott (HS Furtwangen), Christoph Reich (HS Furtwangen), Su-
sanne Suter (FH Nordwestschweiz), Dieter Wallach (HS Kaiserslautern)

URAI 24 in Numbers

• Conference Attendees: 108

• Tutorial Attendies: 30+30

• Paper submissions: 22

• Accepted Orals: 8

• Accepted Poster: 10

Website: http://urai24.org

Online Proceedings: https://journals.hs-offenburg.de/index.php/urai/
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2 Peer-Reviewed Contributions

All submissions received at least two independent reviews from members of the
PC in a single blind setting. The following papers were accepted for oral or
poster presentation.
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Abstract. The availability of generative artificial intelligence (GenAI) tools has 
substantially increased, resulting in numerous positive impacts on the marketing sector. 
However, issues related to misinformation and deepfakes, biases and fairness, privacy, and 
ethical concerns, among others, have been highlighted. This research aims to examine the 
effects of utilizing GenAI for text, image, and audio creation in Instagram marketing. 
Employing the Customer Experience Tracking method, the study evaluated the differences 
between traditionally created and AI-generated Instagram Reels. The findings indicated that 
AI-generated content can garner higher levels of user attention, thereby enhancing brand 
interest. Negative effects such as mistrust or ethical concerns associated with AI were not 
substantiated in this study. These results suggest that companies can enhance their social 
media campaigns by integrating AI tools for content creation. 

Keywords: Content Creation; CXT; GenAI; Instagram Marketing 

1 Introduction 
The recent widespread of ChatGPT and other GenAI tools has highlighted its vast array of use 
cases [1]. The emergence of large language models (LLMs) has made AI-powered user interfaces 
accessible to ordinary users, thereby increasing interest in the use of artificial intelligence [2]. In 
the marketing context, GenAI offers the potential to overcome important productivity limits by 
increasing the quantity of content without sacrificing the quality and vice versa. GenAI can assist 
in generating high-quality content across various modalities, including text, images, and certain 
types of videos [3].  
 
Nevertheless, the use of GenAI agents has also raised concerns about the challenge of 
differentiating between human and AI authorship and has renewed discussions about the 
significance of traditional human endeavors [4]. Also, companies are concerned about the brand 
reputation and the trust of consumers in the technology and brand. Recent research in content 
marketing found that questions on how GenAI can be applied in the realm of visual advertising 
need to be addressed [3], especially focusing on the reaction of consumers on AI-driven 
manipulated advertising [5]. With this background, the present study aims to explore the impact 
of AI-generated Instagram content on customers.  
  
We contribute to the debate on the use of GenAI in content marketing in several ways. We first 
test GenAI-tools for Instagram content creation. Based on our findings, then we assess and 
discuss the acceptance of this content for applied Instagram marketing. Another contribution lies 
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in the setting of the research; extant studies are of conceptual nature while this paper provides 
empirical evidence. The present use case is part of a postdoctoral industry-company 
collaboration between Offenburg University and BurdaDirect, which is a division of Hubert 
Burda Media, one of Germany's largest publishing houses. This use case was developed for 
ClimaClic, a social lottery with focus on climate projects under BurdaDirect, as part of the 
applied marketing project within the Marketing Management course of the Dialogue Marketing 
and E-Commerce Master's Program at Offenburg University. 
 
The remaining part of the paper is organized as follows. In the second part, we explain the 
concept of content creation with GenAI and describe the situation of the German social lottery 
market building the theoretical framework of this paper. Afterwards, in the methodology part, 
we discuss the experimental setup of the study and provide information on the design of the study 
and participants. After that, we present the results of the study followed by a discussion of these. 
The paper closes with a conclusion providing main findings, practical implications, future 
avenues as well as limitation of the study.  

2 Theoretical Framework 

2.1 Content Creation with GenAI 

According to their systematic literature review, AI is playing an increasingly significant role in 
the content creation domain of advertising [5]. Studies in this domain emphasize GenAI´s 
potential to improve marketing communications, especially content marketing and content 
design [6], [7]. What sets GenAI apart as groundbreaking is its capacity to enhance the value 
system of marketing content management Recent developments have shown that GenAI can 
overcome the quality-quantity trade-off through the generation high-quality content across 
different content types.  

GenAI allows to generate new, original content by learning data distribution patterns [8]. Large 
Language Models (LLMs) enable the understanding and production of text the processing of 
inputs and the prediction of the next word or token (part of the next word) in a sequence. In 
November 2022, OpenAI made the generative pre-trained transformer (GPT) ChatGPT available 
to the public; GPTs utilize large databases of text as input, train the model using a self-supervised 
language modeling objective, and employ reinforcement learning from human feedback [9]. This 
methodology enables LLMs to emulate human response behavior [10], [11]. 

GenAI's specific applications in advertising content creation primarily involve three modules: 
image/video creation, copywriting, and content planning [12]. AI can generate custom images 
and certain kinds of videos in real-time based on individual user data and preferences, enhancing 
personalization and engagement [8].   
 
While AI possesses the potential to transform the advertising industry, it also introduces 
challenges and ethical concerns. A primary challenge is the potential for biases embedded within 
training data, which could result in unfair or discriminatory targeting and dissemination of 
information. Another concern pertains to privacy; advertisers must ensure transparency and 
ethicality in the gathering and utilization of consumer data, respect privacy rights, and provide 
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clear opt-out options. Moreover, AI technologies raise concerns related to accountability and 
trust, posing regulatory and legal challenges [5].  

2.2 Social Lottery Market in Germany 

The German social lottery market is characterized by a variety of lotteries aimed at supporting 
social causes. These lotteries not only provide entertainment but also contribute to societal 
benefits such as environmental protection, education, and community development. In 2024, 
there are 8 permitted social lottery companies listed on the whitelist of permitted gambling 
providers in Germany: Aktion Mensch, BildungChancen, Chariety (Locasa), ClimaClic, 
Deutsches Hilfswerk Stiftung des Bürgerlichen Rechts (Deutsche Fernsehlotterie), DoGood 
(Onestly), Dreamify (Traumhausverlosung), Gewinnsparverein, Postcode Lotterie [13].  

According to the 2022 annual report of the German Gambling Authority, social lotteries have a 
market share of 5.5% in the permitted market. The share of products in gross gaming revenue is 
distributed as follows: 59% Aktion Mensch, 21% Postcode Lotteries, 19% Deutsche 
Fernsehlotterie, and 2% Others [14]. The most prominent social lottery is the Aktion Mensch, 
established in 1964, which focuses on improving the lives of people with disabilities and 
promoting social inclusion [15]. The German Postcode Lottery is a social lottery that raises funds 
for charitable causes by allowing participants to win prizes based on their postal codes [16]. 
Another example is the Deutsche Fernsehlotterie, which has been operating since 1956 and 
supports various social projects [17].  

2.3 Use-Case ClimaClic 
 
In recent years, there has been a growing interest in climate-focused lotteries. ClimaClic, was 
founded in 2022 by the non-profit ClimaClic gGmbH, is a social purpose lottery dedicated to 
funding climate projects. To maintain non-profit status, ClimaClic must prioritize social impact 
over financial gain, in accordance with regulations from the Joint Gambling Authority. 
Consequently, organizers must be non-profit entities, as is the case with ClimaClic gGmbH. 
Burda Direct GmbH, on behalf of the organizer, handles the execution of the social lottery [18]. 
 
ClimaClic operates exclusively online and offers three different ticket types, each corresponding 
to separate prize categories and supporting projects in areas such as Nature & Landscape, 
Environment & Resources, and Education & Research [18]. 
 
Despite the emergence of new social lotteries, the market share of climate-focused lotteries 
remains relatively low, at less than 1%. Therefore, there is a pressing need to reinforce brand 
communication through technology-driven campaigns. This is central not only for customer 
acquisition but also for long-term customer retention amidst competition within the media and 
entertainment industry, where Burda Direct operates. 
 
Social media platforms provide affordable options to reach a wider audience and are therefore 
especially important for ClimaClic as the brand is relatively new in the market and has a low 
level of brand awareness among lottery players. Thus, in the present use case the specific 
example for Instagram was chosen.  
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3 Methodology 
To answer the above defined research question, a qualitative study using the at Offenburg 
University developed Customer Experience Tracking (CXT) method has been chosen. CXT 
integrates advanced technologies and novel research methods to pinpoint and assess consumer 
needs, enhancing product and service performance. Its innovative approach centers on merging 
established user experience measurement techniques with valid emotional response metrics 
during the purchasing journey. The CXT process included the following steps: (1) Kick-off 
meeting where a group of Offenburg University´s professors and researchers, the students of the 
Marketing Management course and Burda Direct´s ClimaClic team initiated the project, (2) 
Expert evaluation of previously selected best-performer Instagram content through the project 
team, (3) Research design and stimuli including the selection of GenAI-tools, reel generation 
with GenAI-tools, preparation of the questionnaire, in-depth interviews and testing scenario (4) 
Data gathering, (5) Data analysis.  

3.1 Expert evaluation 
 
As part of the expert evaluation, top-performing reels and the presence of ClimaClic on 
Instagram were analyzed by the project team. Regarding the top performing reels, the following 
areas of opportunity were identified: (1) The reels contain a vast amount of content including 
various text bubbles which are displayed in quick succession which make it difficult to 
understand the message, (2) the reels lack in using auditive stimuli such as music or voice-overs 
(3) The focus of the reels lies on winning in combination with traveling - less on the lottery’s 
USP which is climate protection, (4) The call-to-action (CTA) is always “Buy Now” which tend 
to be hardly achieved in early stages of the digital funnel.   
 
About their Instagram page, ClimaClic has had few interactions (e.g., likes or comments) by the 
time of the study. The few comments under the posts highlight the principal pain point of the 
users: lack of trust in the company or product.  

3.2 Research design and stimuli 

To address the presented research question, a qualitative research design was chosen. The aim 
was to analyze an existing Instagram Reel, create and evaluate a new Instagram Reel using 
GenAI tools. The study comprised two main parts: (1) content creation with GenAI tools 
(stimulus) and (2) the research design permitting the evaluation and comparison of the two reels.  

For content creation, existing GenAI agents for text-, image-, and voice-generation were 
evaluated. Video generation was not pursued at this time due to limited alternatives. For the final 
reel, ChatGPT-4o was employed to generate ideas for the storyboard, captions and hashtags of 
the reel. All the prompt results were verified and manually improved before implementation to 
ensure a better match with the brand´s identity. Midjourney v6 was used to produce a series of 
images. As AI video production was no option to this point due to the limited alternatives, the 
idea was to generate a series of images for the reel. According to the ideas generated in the 
storyboard, these images should show a couple that matches with the characteristics of the target 
audience. To show the same person in different settings, character reference (cref-function in 
Midjourney) was applied (Figure 1). The initial prompt used for the character reference function 
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was the following: “a realistic full body portrait of two people, Tom and Lucy, a happy married 
couple in their mid-fourties. Lucy with brown shoulder long hair, Tom with short black hair with 
grey strands. Tom is taller than Lucy and is wearing a watch. Create multiple poses and 
expressions, high resolution, white background, white floor--ar 9:16--style raw--v 6--
stylize 50.”  

 

Fig. 1. Midjourney (v6) character references in different settings [19] 

However, the outputs were not free of errors. Figure 2 illustrates outputs from different prompts 
that exhibited suboptimal results, such as the appearance of additional personas that were not 
requested, unrealistic and deformed body parts and objects (chairs, benches), disproportionate 
body parts like giant hands (with the inclusion of a key in the prompt), and outputs that were not 
photo-like. 

 

Fig. 2. Midjourney (v6) character references fails for different prompts [19] 

Elevenlabs was utilized for audio generation to create the voice-over for the reel. Eleven 
Multilingual v2 offers a selection of voices for text-to-speech conversion. Not all voices 
performed equally well. For the final reel, the voice of Serena performed best and was the most 
suitable for the brand's requirements. 
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After the content creation with the AI tools, the research design was defined. The research design 
comprised three different methods: (i) neurophysiological measures of visual attention through 
eye-tracking technology recorded during the visualization of the stimuli, (ii) an online survey 
administered before and in between the different stimuli, and (iii) an in-depth interview 
conducted after the testing. Participants' visual attention was recorded using fixed eye‐tracking 
equipment available at the lab. Furthermore, the lab disposes two additional cameras and the 
screen recording that recorded the participants and their reactions in different angles. A total of 
three short online surveys were administered to the participants before and during the 
experiment, immediately following exposure to each stimulus. The first questionnaire aimed to 
gather sociodemographic information and behavioral data on gambling and Instagram use. The 
second and third questionnaires focused on attitudinal and behavioral data. All surveys were 
presented using Lamapoll. The experiment concluded with a semi-structured in-depth interview. 
The interview guide comprised a total of 14 questions on attitudinal and behavioral data, 
including the recall and level of understanding of the displayed message, the comparison of the 
videos addressing the perception of differences (e.g., the use of voices, embedded text in the 
video), the use of AI, the purchase intention related to AI-generated content, and concrete 
proposals for improvement. To minimize distractions, the whole procedure was carried out in 
the Customer Experience Tracking Laboratory at Offenburg University. 

3.3 Data gathering and analysis 
 
For the sample, participants were selected based on the criteria of the buyer personas provided 
by ClimaClic. These criteria included an age range of 34 to 65 years, residence in Germany, a 
gross income of over €3,500 per month, an affinity for lotteries, and active engagement with 
social media. The final sample included 14 participants including 4 participants from 34 to 45 
years, 4 participants from 46 to 55 years and 6 participants from 56 to 63 years old. Data was 
collected between May 27th and June 7th, 2024. All participants explicitly gave their consent to 
participate in the study and to use their data for this study.  
 
The eye-tracking data was analyzed using Tobii Lab Pro software, which provided detailed 
insights into participants' visual attention patterns. The questionnaires were systematically 
processed and analyzed using Microsoft Excel to extract and interpret the descriptive data. For 
the in-depth interviews, a thorough content analysis was conducted to identify and categorize 
recurring themes and insights. To ensure a comprehensive understanding, data triangulation was 
employed, integrating the results from the eye-tracking analysis, questionnaires, and in-depth 
interviews. This multi-method approach allowed for a deep and multifaceted interpretation of 
the findings. 

4 Results  
The CXT method facilitated the evaluation of both Instagram Reels. The results for the 
traditionally generated reel aligned with the pain points identified in the expert evaluation. 
Participants noted that the reel was too short, and the message was unclear. They struggled to 
understand the connection between the images and the product, leading to confusion about the 
product offering and reduced trust and interest in the brand. According to the questionnaire 
results, the reel did not spark interest in learning more about the brand. The results also indicated 
that a video without audio is less appealing. 

16



 

 

 
Although participants did not immediately recognize the use of AI for text, image, and audio 
generation, their perceptions varied across different content types. Interestingly, participants 
found the AI-generated reel's message and overall presentation more attractive. The AI-
generated text helped participants better understand the product offer and increased their interest 
in the brand and its offer. However, participants found the images less appealing; the images 
featured a couple created with character references to place them in various settings, but the 
couple appeared older than the requested mid-forties age. The participants perceived the AI-
generated couple as “old” and “little attractive”. Regarding the audio, participants found the 
inclusion of a voice-over essential for following the information, initially not recognizing its 
artificial nature, though they later noted that the voice sounded somewhat unnatural. The 
inclusion of subtitles for the spoken part was perceived as positive and helpful. 
 
Although having viewed the two different reels that included the brand's name, 71% of the 
participants did not recall the name. Participants stated that they remembered the second reel 
(the AI-generated reel) more, primarily due to auditory factors such as the voice-over and music.  

Regarding whether participants noticed that one of the two videos was AI-generated, 13 out of 
14 participants did not initially recognize the artificial nature of one of the videos. After asking 
them directly which one of the videos they thought was AI-generated, five out of 14 participants 
noticed that the second reel was AI-generated, one participant thought the first reel was AI-
generated, and eight participants did not have a clear preference. After revealing which reel was 
AI-generated, 12 out of 14 participants indicated that the use of AI for content generation did not 
affect the brand's credibility. No one perceived the AI-generated content as a limitation to the 
company's credibility. Nearly half (6/14) would still buy a lottery ticket despite the AI-generated 
content. The participants who would not buy a lottery ticket expressed doubts about the brand's 
legitimacy, raising questions such as whether the money really goes to climate protection, if it is 
actually possible to win, and if the brand is legitimate.  

Regarding improvements, participants stated that they would have liked to know more about the 
climate projects, have links to additional information, understand the percentage of money that 
goes to climate partner organizations, and receive information about the company itself. 
Furthermore, some participants mentioned the use of seals for trustworthiness.  

5 Discussion and Conclusion 
GenAI is a technological innovation transforming content marketing. However, despite its 
immense promise, there are still limitations that need to be acknowledged and addressed such as 
privacy concerns, ethical dimensions, and consumers’ potentially negative attitudes towards 
GenAI in advertising. Overcoming these limitations is essential for marketers to effectively 
implement GenAI into their operations.  
 
The objective of this research was to identify the impact of AI-generated text, images and audio 
on the customers’ experience on Instagram. We tested ChatGPT, Midjourney and Elevenlabs for 
the created of an Instagram Reel and detected some limitations such as inaccurate text, image 
and speech output. 
Although we support the idea of the disappearance of the quality-quantity trade-off in content 
marketing [3], [12], we acknowledge the gradual nature of this process. It still requires a 
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relatively high level of human verification, indicating that full automation of content creation is 
not yet recommendable. We especially highlighted the examination of different Midjourney 
outputs and their limitations for the use in advertising; this empirical use case helps to contribute 
to the call for research in content marketing, focusing especially on the use of GenAI in visual 
advertising [3].  
 
Furthermore, we employed the CXT method to evaluate the differences between traditionally 
created and AI-generated Instagram Reels. The findings indicated that AI-generated content can 
capture higher levels of user attention, thereby enhancing brand interest. Particularly, the use of 
voice-overs was perceived positively, confirming the findings of [12] regarding the capability of 
GenAI-generated human-like speech to enhance the advertising experience. Negative consumer 
attitudes, such as mistrust or ethical concerns associated with the use of AI for generating 
Instagram Reels for a social lottery, were not substantiated in this study. With these insights, we 
shed light on the call for research to investigate consumer attitudes towards the use of GenAI in 
content creation [6]. 
 
The findings suggest five recommendation actions for integrating GenAI into social lottery 
communication.  
(1) Inspire Trust. Deliver relevant data about the core objectives of the social lottery. This can 
be supported by testimonials, numbers, data, and facts related to the usage of money and its 
impact on climate protection. 
(2) Include Seals of Trust. Integrate trust seals into communication content. It may be necessary 
to create a social lottery seal initiative, as such an instance does not currently exist. 
(3) Leverage Multimedia. Explain the social lottery using all commonly available media on 
Instagram, such as voice, music, videos, and text. 
(4) Align with Target Group Values. Identify the value attitudes of your target group and use 
appropriate signals for your new brand to achieve optimal value positioning for your social 
lottery offer. 
(5) Personalize Content with GenAI. Utilize GenAI based on user data files to personalize 
content communication. While this requires time and interactions, customers can be better 
attracted by delivering exactly the information they expect. 
 
This study offers a preliminary assessment of the use and implementation of GenAI in social 
media marketing for social lotteries. Companies may find this information valuable as many are 
in the process of evaluating this technology. Consumer responses in a laboratory setting are an 
important consideration before deciding on implementation. Nonetheless, the research has its 
limitations. To achieve a more comprehensive understanding of the acceptance and reaction to 
AI-generated content, additional testing is required. We suggest a quantitative approach testing 
different concerns with respect to AI in content marketing and direct effects to the purchase 
intention or credibility of the brand. Furthermore, the number and variety of participants should 
be increased to cover different customer profiles of the brand. 
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Abstract. Machine learning (ML) models are increasingly used for predictive
tasks, yet traditional data-based models relying on expert knowledge remain
prevalent. This paper examines the enhancement of an expert model for thermo-
mechanical fatigue (TMF) life prediction of turbine components using ML. Using
explainable artificial intelligence (XAI) methods such as Permutation Feature Im-
portance (PFI) and SHAP values, we analyzed the patterns and relationships
learned by the ML models. Our findings reveal that ML models can be trained
on TMF data, but integrating domain knowledge remains crucial. The study con-
cludes with a proposal to further refine the expert model using insights gained
from ML models, aiming for a synergistic improvement.

Keywords: explainable artificial intelligence (XAI), TMF life prediction

1 Introduction

Predictive models using machine learning (ML) are increasingly applied across various
fields. At the same time, data-based models themselves are not new in many of these
areas. There are already models that have been manually created by experts using domain
knowledge and, where necessary, adapted to the available data using statistical methods.
Both approaches have their pros and cons. ML models have the advantage of uncovering
unknown relationships, but they can also inherit data biases, especially with limited
training data. Expert models, on the other hand, have the advantage that they can be
based on known and proven correlations.

This paper explores improving a TMF expert model with an ML model by training
it on data of the turbine-blade nickelbase superalloy MAR-M247. We evaluate the ML
models using explainable artificial intelligence (XAI) and exploratory data analysis to
understand the patterns and relationships it learns, aiming to improve the expert model
effectively, thus combining the strengths and weaknesses of both approaches.

This work differs from related previous work in that the focus is not on training the
best possible ML model (see e.g. [1,2,3]), but on gaining new insights by comparing the
approaches of the expert model and the ML model.

2 Domain background

High-temperature turbine components are exposed to start-up and shut-down cycles
in which the material experiences high thermal and mechanical loadings. These cyclic
loadings result in a progressive damage of the material and after a certain number of
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cycles to failure of the material. Different mechanisms are responsible for damage as
fatigue crack growth (fatigue damage) that can be enhanced by creep of the material
at higher temperatures (creep damage). For the assessment of the life of the turbine
components, a model is required that allows engineers to predict the number of such
start-up and shut-down cycles that the component can be used without failure. The
number of cycles to failure Nf is the key result of models for TMF life assessment.

For the development of a TMF model and the fitting of the model to a certain
material, different material tests are performed in which material specimens are cycled
to failure using different load conditions, respectively. In isothermal low-cycle fatigue
(LCF) tests, the specimens are exposed to constant amplitude cyclic mechanical loads at
constant temperature, so that Nf is measured for different mechanical strain ranges and
operation-relevant temperatures. In TMF tests, constant amplitude cyclic mechanical
as well as cyclic thermal loads are applied to the specimen. Beside different mechanical
strain and temperature ranges, different phase angle between the mechanical strain and
the temperature are considered in the tests, since contributions of fatigue and creep
damage and, thus, Nf strongly depends on the applied stress-temperature history the
material is exposed to. In both tests, LCF and TMF, hold times at maximum load are
often introduced as well. Since these material tests are time-consuming and expensive,
usually the number of tests is rather small considering the number of factors influencing
the TMF life.

Different features can be evaluated from the data of each test and used to generate
a correlation to the number of cycles to failure Nf. We divide the available features
into two categories: simple features and expert features (Table 1). Simple features are
features that do not require any domain knowledge to create. They are either direct
measurement results or simple combinations of features such as ratios or differences.
The simple features include, for example, the maximum and minimum mechanical strain
and the resulting mechanical strain range as well as maximum, minimum stress and the
resulting stress range and stress ratio. When creating expert features, on the other hand,
domain knowledge is required or additional information is included that is not part of
the simple features.

In this work, a fracture-mechanics based model for TMF life prediction is considered
that provides expert features. The first expert feature is the damage parameter, e.g. [4,5],

DTMF =

(

1.45
∆σ2

eff

σCYE
+ 2.4

∆σ∆εp

σCY

√
1 + 3n′

)

Fcreep (1)

that includes besides the simple features also elastic, plastic and creep properties of the
material (Table 1) and that allows the contributions of fatigue and creep damage to Nf to
be evaluated. The effective stress range ∆σeff is depending on the stress ratio R according
to the empirical equation [6],

∆σeff =
(

0.35 + (2.2−R)
−2

)

∆σ, (2)

and the function controlling creep damage Fcreep ≥ 1 is a function of the stress-temperature
history in the loading cycle. Using a fatigue crack growth law, the correlation

Nf =
A

DB

TMF

(3)

can be derived. The parameters A and B are fitted based on experimental data. This
results in a linear relation in log10 − log10 scale:

log10 (Nf) = log10 (A)−B log10 (DTMF) (4)

22



In the following, we refer to this calculation of Nf as the expert model or DTMF regressor.
Further expert features are the damage portions due to fatigue (0 ≤ Dfat ≤ 1) and creep
(0 ≤ Dcreep ≤ 1) adding up to a final damage of 1, i.e. Dfat +Dcreep = 1. The latter is
excluded because it is 100% correlated to Dfat in the data.

Feature Type Name Further information

maximum mechanical strain εmax simple MeStrainMax

minimum mechanical strain εmin simple MeStrainMin

maximum stress σmax simple StressMax

minimum stress σmin simple StressMin

stress range ∆σ simple DeltaStress ∆σ = σmax − σmin

stress ratio R simple R R = σmin/σmax

plastic strain range ∆εp simple DeltaPlStrain ∆εp = εpmax − εpmin

εp = ε− σ/E
maximum temperature Tmax simple TempMax

minimum temperature Tmin simple TempMin

hold time thold simple HoldTime at maximum stress in LCF tests
or temperature in TMF tests

heat time theat simple HeatTime in TMF tests (0 s in LCF tests)
phase angle φ simple PhaseFactor phase shift of cyclic mechanical

and thermal load in TMF tests

damage parameter DTMF expert DTMF includes simple features
and material properties

damage portion due to fatigue Dfat expert Dfat Dfat = Nf,fat/Nf = 1/FB

creep

Young’s modulus E expert E elastic property
cyclic yield stress σCy expert SigmaCY plastic property
cyclic hardening exponent n′ expert ROHardCy plastic property

Table 1: Used features; Nf,fat indicates the calculated fatigue life neglecting creep damage
(Fcreep = 1)

The DTMF model contains only a low number of material properties to be determined
on the basis of experimental data. To this end, fatigue tests at different strain amplitudes
and different temperatures are required and additionally some fatigue tests including hold
times are necessary to calibrate the creep-function Fcreep. Basically, the properties for a
certain material can be determined based on a set of approx. 25 fatigue tests. The material
properties of the DTMF model for the nickel-base superalloy MAR-M247, determined on
the basis for 22 test, are available from [6]. For this paper, available data for MAR-M247
from 12 literature sources (research reports and scientific papers, see Acknowledgement)
is used. This database comprises 185 isothermal LCF tests and 117 TMF tests, both in the
temperature range between 20 and 1150 ◦C and for mechanical strain ranges from 0.0007
to 0.014. The number of cycles to failure are in the range from 17 to 1 820 000 cycles.
The fatigue life data is complemented by stress-strain data which is obtained for all tests
using a time- and temperature-dependent plasticity model calibrated to MAR-M247 [6].

3 Can a ML model learn the relationships from the data?

In order to answer the question of whether and how well ML is able to recognize the
correlations in the data, various ML models were trained on the data. Among others,
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ensemble methods such as Random Forest (RF), AdaBoost and XGBoost were tested,
but also classic ML methods such as a Support Vector Regression (SVR), Decision Trees,
Linear Regression or a K-Nearest-Neighbor (kNN) approach. Only a small multilayer
perceptron (MLP) could be used as a neural network, as there was not enough training
data available for a deep learning approach. All learning algorithms received scaled data.
All prediction results (whether generated by the DTMF regressor or an ML model) were
post-processed so that values < 1 are set to 1. This procedure takes into account the fact
that there can be no negative lifetime, but also ensures that the logarithm in the error
function can be calculated (see below).

The evaluation was carried out with a 5-fold cross-validation in which the logarithmic
Root Mean Squared Error (RMSL10E) was used as the evaluation measure:

RMSL10E =

√

∑

i

(log10(Nfi)− log10(N̂fi))2 (5)

where Nfi represents the number of cycles to failure of data instance i as measured in
the experiment and N̂fi is its corresponding predicted value. The reason for choosing a
logarithmic error measure is that, from a domain perspective, the error factor is more
important than the absolute value of the error. This is also the reason why we train all
ML models on predicting the logarithm of the number of cycles to failure rather than
the number of cycles to failure directly.

The DTMF regressor achieves an RMSL10E score of 0.496 when the material proper-
ties given in [6] are applied to the data of all literature sources. All, or when using simple
features all but two ML-based approaches, were able to achieve better results than the
DTMF regressor. For all further analyses, we will work with the RF (expert features: 0.292
/ simple features: 0.297) and the SVR (0.324 / 0.333) which were the best approaches
for both the expert features and the simple features. From this initial experiment, it can
be concluded that it is possible to train a machine learning model on the data of all
literature sources even if expert knowledge has not already been incorporated into the
ML model via the features provided.

4 Exploration of the ML models with methods of XAI

Our goal is to examine whether the existing expert model can be further improved by
exploring the patterns and relationships found by the data-based models in the data.
Such analysis could lead to a deeper understanding of the problem and thus also advance
development and research in this area. In the following, two methods of Explainable
Artificial Intelligence (XAI) are used to make the functionality of the ML model generated
by the RF transparent. Where necessary, additional exploratory analyses are carried out
to gain an even better understanding of the existing relationships or to verify or falsify
assumptions made with the help of the XAI methods.

4.1 XAI method 1: Permutation Feature Importance

Permutation Feature Importance (PFI) is a model-agnostic, global XAI technique. It
measures the contribution of a feature to the performance of a model. This value is de-
termined as follows: For a single feature, the values observed in the dataset are randomly
swapped. The model is then queried with the new instances created in this way. The
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performance achieved is compared with the performance achieved on the unchanged in-
stances. If the score hardly changes, this indicates that the feature was not important for
the model’s decision. Conversely, a significant deterioration in the prediction means that
the model relies on this feature [7]. Note that PFI is not a feature selection method. It
does not judge the predictive power of a feature for the task, but rather measures how
important the feature is for the particular model being analyzed. When interpreting the
results, it must be considered that unrealistic data instances can be created in the per-
mutation step if feature dependencies exist. Moreover, the presence of correlated features
may result in the observed importance being distributed among multiple features, which
can prove challenging to interpret [8].

Figure 1 shows the results of the PFI for the models that were calculated on simple
features. For the RF model, the feature DeltaPlStrain is by far the most important. It
is followed by StressMin and - again at a distance - MeStrainMax and HeatTime. In
case of the SVR, TempMax is reported as most important feature followed by StressMin,
MeStrainMin and DeltaPlStrain. The notable discrepancies in the relative significance of
the features between the SVR and RF models can be attributed to the inherent differences
in their learning algorithms. While the RF model employs an iterative, greedy approach,
considering each feature independently, the SVR model adopts a more comprehensive,
global perspective on the data.

From a domain perspective, the importance of features representing the plastic and
mechanical strain range is understandable. In simple fatigue life prediction models, these
features are applied as in the Coffin-Manson model that correlates the plastic strain range
(DeltaPlStrain) with the number of cycles to failure or the Coffin-Manson-Basquin model
that correlates the mechanical strain range (DeltaMeStrain) with the number of cycles to
failure. While these simple models result in a good description of isothermal lower tem-
perature data, additional information is required to account for temperature-dependency.
With the further important features, namely the minimum stress (StressMin) and the
maximum temperature (TempMax ), the ML model seems to acquire information on
temperature-dependency. The lower the absolute value of the minimum stress, the higher
the temperature at minimum stress.

For the RF model based on expert features (see Figure 2), DTMF is by far the most
important feature. It is followed at a far distance by Dfat, StressMin and R. In case of
the SVR model, Dfat is reported as most important feature, tightly followed by DTMF

and at some distance again StressMin.

From a domain perspective it is not surprising that the features related to the dam-
age parameter and the damage mechanisms are considered important. DTMF is seen as
particularly important showing that expert knowledge has actually been used to create
a feature that has a high information content with regard to the TMF life prediction.
The damage portion due to fatigue (Dfat) is also important. For the RF, the PFI plot
almost gives the impression that DTMF alone is sufficient for the prediction. However,
additional experiments showed that it is not possible to achieve good results with a RF
model if only the DTMF value is provided. Still it can be concluded that the RF considers
it a very important feature.

Again, the minimum stress (StressMin) appears as an important feature. This is
interesting from a domain perspective, as the stress information is already considered
in the DTMF feature (which is the basis for the expert model) via the stress range
(DeltaStress) ∆σ = σmax − σmin and the stress ratio (R) R = σmin/σmax.

None of the ML model considers the hold time (HoldTime) as important feature.
Hence, effects of hold times, i.e. reduced life with longer hold times at higher temperatures
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due to creep damage, are not described. Indeed, only around 5% of the tests in the
experimental database contain hold times that show an effect in the fatigue live. While
for the calibration of the expert model only a few (a minimum of two) tests with different
hold times affecting the number of cycles to failure is required, modelling with ML may
require more information for a reasonable description of the data. Hence, the training
of the ML model requires a database with different tests than what is required for the
calibration of the expert model. For the calibration of the ML model more tests with
hold time are necessary such that the hold time becomes an important feature.

Fig. 1: Permutation Feature Importance (test data), Simple Features

4.2 XAI method 2: SHAP (SHapley Additive exPlanations) values

SHAP is an approximation method for calculating Shapely values. The methodology
for calculating Shapely values has its origins in the field of game theory. The aim of the
method is to determine the contribution of each player to the overall result. When applied
to an ML model, the goal is to measure the contribution of each feature to the deviation
of the predicted value from the expected value. In a regression task, the expected value
is the average value of the target variable in the training data set [9].

To estimate the contribution of a feature to the overall result, a new model is trained
for each possible subset of features. The deviation of the prediction quality with and
without the feature gives an indication of its importance and, as a weighted sum of the
marginal contributions, gives the contribution of the respective feature for the instance
under consideration [9].

Since calculating Shapely values is a very computationally intensive process, several
approximation methods have been developed to speed it up. We used KernelSHAP for
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Fig. 2: Permutation Feature Importance (test data), Expert Features

the SVR models and TreeSHAP for the analysis of our RF models. TreeSHAP can only
be applied to tree-based models and has the advantage of being significantly faster and
handling feature dependencies well [8]. Nevertheless, in this paper we will only report
the results for the SVR. The hierarchical structure of the tree-based models in the RF
has the effect that some features are only applied to a small subset of the dataset. As a
consequence, the results of the plots are difficult to interpret because it is unclear whether
the described effect applies to all data or only to a small subset.

SHAP is a local method of XAI that makes a separate statement for each instance
about how important each feature was to the decision made. In summary visualizations
such as the Beeswarm plot (see Figure 3), each feature is represented as a line, with dots
marking the SHAP value of a single data instance for that feature. Color indicates the
value of the feature, making it possible to analyze the effect of the feature value on the
target value. In this way, it is possible to get an impression of the global importance of
the features - while retaining the advantage that the sometimes large differences for the
individual instances are not lost by the formation of aggregation values.

According to the beeswarm plot for the SVR model based on simple features (Fig-
ure 3), a higher StressMin results in a higher life. This is especially true for tests with
low plastic strain range and, thus, low DTMF values, where only the stress range and the
stress ratio are relevant. A higher minimum stress indicates a lower stress range resulting
in a higher number of cycles to failure. However, higher StressMin can also reduce the
life if the same stress range is applied and higher stress ratios occur.According to the
SHAP analysis, lower values of the stress ratio R result in lower fatigue lives. From a
domain perspective, the opposite should be true. Interestingly, this is only a global ef-
fect. The SHAP dependence plot (not shown here due to space limitations) for StressMin

colored by R shows that higher R values tend to reduce fatigue life as expected, at least
for higher StressMin values. However, the observed global effect again indicates that the
database for the training of the ML model needs to be modified compared to the calibra-
tion of the expert model (i.e. more tests with different stress ratios). The XAI evaluation
considers each feature separately. Changing StressMin (as well as the StressMax ) should
also change DeltaStress and stress ratio R that are not considered in the XAI evaluation.
This could lead to uncertainties in the evaluation.
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Fig. 3: SHAP beeswarm plot, SVR (test data), Simple Features

The SHAP plot for the expert features (not shown) did not provide additional insights
and is therefore not shown here.

5 Conclusion

In summary, it can be said that the ML models were able to represent the data well.
The analysis with the XAI methods showed that many of the relationships that the
ML models detected are plausible from a domain perspective. Where this was not the
case, this could often be explained by the fact that there was a bias in the data, as the
experiments did not cover all possible cases or at least did not provide sufficient data
for all cases. One lesson learned is thus that different data is required for training an
ML-based model than is the case for a data-based expert model.

On the other hand, the analysis also revealed the limitations of the XAI methods. In
particular, the fact that both methods assume that there are no dependencies between
features limited the analysis, as there are many such dependencies in our dataset.

The principal trends identified by XAI are also predicted by the expert model in this
way. This can also be seen as confirmation of the model derived by experts from the
data. On the other hand, the additional use of further features by the ML model has
also raised the question of whether this could be a key to further improvements of the
expert model. It is possible that oversimplified assumptions are made when deriving the
expert model, for example when calculating the effective stress range from the stress
ratio or when assuming power-law hardening of the material via the hardening exponent
n′. However, a direct ”hint” as to how the expert model should be modified cannot be
derived from the XAI results.

In this first analysis, we did not succeed in identifying the relationships which the
ML models discovered in a way that they could be directly used to improve the expert
model. Therefore, as a next step we intend to the train a boosting model that directly
builds on the DTMF regressor and could give hints on what to add.

28



Acknowledgement

The authors acknowledge Dr.-Ing. Christoph Schweizer of the Fraunhofer Institute for
Mechanics of Materials IWM for providing digitized LCF and TMF material data from
literature sources.

References

1. Srinivasan, V., Valsan, M., Bhanu Sankara Rao, K., Mannan, S., Raj, B.: Low cycle fatigue
and creep–fatigue interaction behavior of 316l(n) stainless steel and life prediction by artificial
neural network approach. International Journal of Fatigue 25(12) (2003) 1327–1338

2. Liu, Y., Wu, J., Wang, Z., Lu, X.G., Avdeev, M., Shi, S., Wang, C., Yu, T.: Predicting creep
rupture life of ni-based single crystal superalloys using divide-and-conquer approach based
machine learning. Acta Materialia 195 (2020) 454–467

3. Zhang, X.C., Gong, J.G., Xuan, F.Z.: A deep learning based life prediction method for com-
ponents under creep, fatigue and creep-fatigue conditions. International Journal of Fatigue
148 (2021) 106236

4. Seifert, T., Riedel, H.: Mechanism-based thermomechanical fatigue life prediction of cast
iron. part i: Models. International Journal of Fatigue 32(8) (2010) 1358–1367

5. Seifert, T., Schweizer, C., Schlesinger, M., Möser, M., Eibl, M.: Thermomechanical fatigue
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Abstract. This study applies semi-supervised learning to automate the differen-
tiation of mold colonies, thereby reducing the time and cost associated with air
quality assessments. EfficientNet V2 and Normalization-Free Net (NfNet) were
trained on a dataset of mold colony images, created in a semi-supervised way.
NfNet demonstrated superior performance, particularly on non-padded images,
with explainable AI techniques enhancing interpretability. The models exhibited
generalization capabilities to environmental samples, indicating the potential for
automating mold identification and streamlining air quality monitoring, thereby
reducing manual effort and costs. Future work will focus on refining species han-
dling and integrating the system into laboratory workflows.

Keywords: Artificial Intelligence; Biology; Semi-supervised learning; Object de-
tection; Explainable artificial intelligence

1 Introduction

1.1 Problem Definition

Air quality in workplaces and production facilities affects employee well-being and op-
erational efficiency. In accordance with VDI Guideline 6022, the quality of air entering
premises via ventilation must be maintained [1]. Many factors affect indoor air quality,
including VOCs, CO2, humidity, and mold spores [2]. Mold contamination is a key factor
in maintaining a healthy indoor environment due to its ability to trigger allergic reactions
and respiratory issues. This is crucial in vulnerable settings like hospitals [3]. To assess
air quality, customers provide air samples using Petri dishes, which are incubated for
5-7 days to allow for mold growth. These colonies are then counted and differentiated to
evaluate air quality. Especially the task of differentiating, often including the usage of a
microscope, is time-consuming and costly.

1.2 Goal

To reduce the time and cost of evaluating the samples, a project was carried out with the
specific goal of developing a more efficient method for differentiating macromorphologi-
cally distinguishable mold colonies. It was determined that colonies requiring microscopic
analysis would be excluded from the project, as this would involve a more complex setup,
that is beyond the scope of this task. A central objective of the project was to demon-
strate the feasibility of training machine learning (ML) models on novel forms of data,
even when such data is scarce and lacks comprehensive annotation. Furthermore, the
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project aimed to demonstrate that existing ML models can be effectively extended and
adapted to perform more complex tasks, rather than being entirely rebuilt from scratch.
The models were trained and evaluated within this semi-supervised context to assess
their effectiveness in achieving the goal of streamlining the differentiation process and
enhancing overall efficiency.

1.3 Related Work

Semi-supervised Learning The subject of semi-supervised learning examines how to
use partially labeled datasets for training machine learning models. [4] presents a method
for classifying test data without prior exposure to some of the classes.

Explainable AI The field of explainable AI seeks to understand the behavior of com-
plex machine learning and deep learning models. This is crucial, especially in biologi-
cal and medical contexts, where such applications demand high levels of accuracy and
trust. Consequently, numerous studies have been conducted with the aim of explaining
a model’s behavior. [5] utilizes attribution maps to generate pseudo ground truths for
semi-supervised semantic and instance segmentation.

Transfer Learning Transfer learning reduces training time and cost by using previously
trained models. [6] reviews progress in transfer learning for classification, regression, and
clustering.

Machine learning models in a biological/medical context There is limited re-
search on the automatic differentiation of molds. However, numerous studies address
biological and medical sample analysis, underscoring the significance of this topic. [7]
discusses current approaches to AI in the field of nephrology. [8] utilizes a hyperspectral
imaging device and a support vector machine (SVM) to identify the growth stage of
molds on wheat grains.

2 Approach

2.1 Dataset Creation

To guarantee a minimal labeling effort and to quickly start a training on the novel data
type, a dataset was constructed in a semi-supervised manner. The dataset comprises im-
ages of Petri dishes, captured from above with a camera with a resolution of 2,144x2,144
pixels and 17.9 pixels/mm. The Petri dishes were prepared using the three-point inocula-
tion method, whereby individual known mold colonies were extracted from one dish and
transferred onto another dish [9]. This enables the regulation of the quantity and variety
of mold growth on a given sample. A total of 600 Petri dishes were prepared and incu-
bated, with each dish containing three mold colonies, as per the method’s specifications.
The samples comprised of five distinct mold species, with each distributed across 100
Petri dishes. The remaining 100 samples were colonized with 10 additional mold species,
the actual species of which were inconsequential. This approach would enable the models
to consider a more extensive set of mold morphologies. Consequently, mold colonies, for
which an uncertainty would remain, could be classified as ”other” and examined for re-
vision when required. Following the incubation and image capture, a YoloV7 model was
applied to detect the mold colonies without any classification, as this was a problem on
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which the model had previously been trained on [10]. This resulted in distinct bounding
boxes for each mold colony. The predictions were then reviewed, to correct any errors
that had occurred, which was a minor issue. As only one type of mold, which was also
known, grew on each Petri dish, all annotations for one image could simply be assigned
with the same class. The original dimensions of the mold colonies were maintained by
utilizing this approach, with each image accurately representing the natural, unaltered
dimensions of the colonies. This resulted in a diverse range of sizes for each mold image
within the dataset. Henceforth, the dataset will be referred to as the ”clean culture”
dataset.

2.2 Classifier Training

Two classification models, EfficientNet V2 [11] and Normalization Free Net (NfNet) [12],
were selected for training. Both models were initialized with pre-trained weights based
on ImageNet [13]. The mold colonies were extracted from the clean culture dataset using
the provided bounding boxes. Two training approaches were investigated. For the first
approach, the mold colony crops were padded using zero padding or resized to a size
of 1000x1000 pixels, depending on whether the image crop was larger or smaller than
1000x1000 pixels. The resulting images will be referred to as ”padded” images. The second
approach involved leaving the images unaltered, maintaining their original dimensions.
However, they were made square. These images will be referred to as ”non-padded”
images. Following the padding/resizing, the images were fed through their respective
models, resulting in a single classification per mold colony. In accordance with the concept
of progressive learning as outlined in [3], adaptive image augmentation was employed to
augment the training images and increase data variety. This meant that larger images,
and consequently mold colonies, were augmented with a higher magnitude than smaller
ones. Cross-entropy loss was utilized as the loss function throughout the training process.
The models were subjected to continuous validation during training using a combination
of the F1-Score and the loss on the validation data.

2.3 Feature Inspection

The field of explainable artificial intelligence (XAI) plays a crucial role in guaranteeing
the transparency and reliability of model predictions, thus enabling the deployment of
these models in practical applications [14]. In this work, Grad-CAM (Gradient-weighted
Class Activation Mapping) [15] was used to provide visual explanations of the models’
predictions. The method highlights the areas, that contributed most to the decision,
enabling a visual inspection of the model through heatmaps.

2.4 Classifier Evaluation

The models were evaluated on both the clean culture Dataset and an ”environmental”
dataset, which represented real-world mold samples and included 640 additional anno-
tated images with a total of 12,472 individual mold colonies. The environmental Dataset
was employed exclusively for the purpose of evaluating the models’ performance in more
complex, real-world conditions. In a practical application, the dataset would not be built
from the ground up, but rather developed over time to improve the model further. This
served the purpose of a proof of concept, demonstrating the generalization ability of the
trained models. The primary metrics, used to evaluate the classification performance on
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the test datasets, were the accuracy, precision and recall. Particular interest was paid to
the handling of unknown mold colonies and uncertain decisions respectively. These cases
should be classified as ”Other”. The correct handling of such cases by a model would
facilitate the refinement of predictions by a reviewer. The evaluation also considered the
performance differences between models trained on padded and non-padded images, re-
spectively. The evaluation of models trained on padded data was conducted exclusively
using padded data, while the models trained on non-padded data were evaluated only
with non-padded data.

3 Results

3.1 Dataset Statistics

In total 600 images were taken for the clean culture dataset, which resulted in 2,116
single mold colonies from 589 Petri dishes.

(a) (b)

Fig. 1: Statistics for the clean culture dataset. (a) shows the distribution of classes for the
dataset. The Acronym ”sp.” denotes ”and related species”. (b) shows the distribution of
the different mold species based on their colony sizes, measured by the dimensions of the
bounding boxes surrounding each colony.

After the creation and review of the clean culture dataset, the following distribution of
mold species was found (Fig. 1a): 345 Aureobasidium sp., 313 Cladosporium sp., 365
Penicilium sp., 415 Hefe, 342 Aspergillus versicolor* and 336 other mold colonies with
10 different species.

A size distribution of 1,500 pixels was found across the dataset (Fig. 1b). The largest
observed mold colony was 1520 pixels wide (”Other”), the smallest 20 pixels (”Hefe”).
The mean size of the colonies was 347 pixels. The size refers to the width of the bounding
box around the mold colony.

A large size distribution was found across the dataset (Fig. 1b). This refers to the size of
the bounding box around the colony. The largest observed mold colony was 1520 pixels
large (”Other”), the smallest 20 pixels (”Hefe”). The mean size of the colonies was 347
pixels.
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3.2 Training results

Both the EfficientNet V2 as well as the Normalization-Free Net (NfNet) were trained on
the clean culture dataset (chapter 2.2).

(a) (b)

Fig. 2: Comparison of training both the EfficientNetV2 (EffNet) as well as the
Normalization-Free Net (NfNet) on the clean culture dataset using both padded im-
ages (a), as well as non-padded images (b).

The training of the models on the clean culture dataset resulted in high accuracy across
all models (Fig. 2). In the case of the padded images, the EfficientNet V2 demonstrated
an accuracy of 98.6%, which represents a 2.5% improvement over the performance of
the NfNet on the same dataset. In contrast, the NfNet demonstrated a higher accuracy
of 98.6% for the non-padded images, representing a 23.7% improvement over the Effi-
cientNet V2 on the same dataset. The NfNet demonstrated the same accuracy on the
non-padded images, as the EfficientNet V2 on the padded images (98.6%).

3.3 Feature Inspection

A further inspection of the obtained results was performed, utilising Grad-CAM to iden-
tify the most important features for the models’ predictions.
Fig.3 shows the visualizations generated using Grad-CAM for both the EfficientNetV2
and NfNet models, with comparisons between predictions on a single mold colony sam-
ple from the class ”Cladosporium sp.”. The Grad-CAM visualizations illustrate that
EfficientNet V2 produces coarse highlighted regions. In the padded input, it highlights
the corners and edges of the image. The NfNet highlights specific regions of interest in
both the non-padded and padded images, without highlighting the corners or edges of
the padded input.

3.4 Evaluation on environmental Data

Fig.4 shows a comparison between a sample from the clean culture dataset and a sam-
ple from the environmental dataset. It shows, that the mold colonies growing on the
environmental sample are much smaller and occur in larger quantities.
Fig.5 shows the evaluation of both models on the environmental dataset (chapter 2.4). Ef-
ficientNet V2 demonstrated superior performance on the padded images, achieving higher
overall accuracy (43.3%) and accuracy without the class ”Other” (60.0%) compared to
NfNet (27.1% and 31.3%). In the case of the non-padded images, NfNet demonstrated
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Fig. 3: Grad-CAM visualizations comparing the EfficientNet V2 and NfNet model predic-
tions for a single mold colony image. The top row shows the results for the non-padded
input, whereas the bottom row displays the results obtained with a padded input image.
The heatmaps visualizations highlight the regions, on which the models focused. Dark
red indicates a stronger focus of the model on that region, and conversely, dark blue
indicates an uninteresting region. The depicted mold colony belongs to the class ”Cla-
dosporium sp.”

(a) (b)

Fig. 4: Comparison between a clean culture sample dish (a) with three colonies of Peni-
cilium sp. and a environmental sample dish (b) with a combination of different mold
species

(a) (b)

Fig. 5: Comparison of evaluating both the EfficientNetV2 (EffNet) as well as the
Normalization-Free Net (NfNet) on the environmental dataset using both padded im-
ages (a), as well as non-padded images (b).
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superior performance in comparison to EfficientNet V2. The former achieved a higher
overall accuracy (55.1%) and accuracy without the class ”Other” (70.2%) in comparison
to the latter (31.0% and 41.7%). Overall, NfNet demonstrated an overall performance
increase in comparison to EfficientNet V2 of 24.1% in accuracy, 6.9% in average precision
and 5.8% in average recall.

4 Discussion

During the dataset creation (chapter 2.1) 11 samples had to be discarded due to contam-
ination by additional mold growth. Furthermore, on several plates, the mold grew more
extensively than anticipated, resulting in increased number of samples per dish. This
resulted in a slight imbalance in the class distribution, which was effectively mitigated
by applying class weights to the loss function during training.
The introduction of the ”Other” class, with the creation of 100 additional samples, no-
tably enhanced the diversity of the clean culture dataset, both in terms of mold size
and morphology (Fig.1b). The introduction of a broader range of mold has led to an
improvement in the classification task, as the models were able to gain a more complete
understanding of the diversity of the dataset. Training on this expanded dataset yielded
accurate and consistent results, particularly with NfNet, which demonstrated superior
performance in handling data variability compared to EfficientNet V2. While Efficient-
Net V2 encountered challenges with non-padded images due to the size variance of the
mold colonies, NfNet’s resilience to such variability enabled it to outperform EfficientNet
V2, particularly on the non-padded images.
Upon examination of the feature maps, it became evident, that there were notable dis-
crepancies between the two models. EfficientNet V2, in particular, appeared to rely ex-
cessively on the padding of images, with a corresponding reduction in focus on the mold
colonies themselves. This made it less suitable for the task at hand, as it did not consis-
tently extract meaningful features from the mold colony images. In contrast, NfNet per-
formed significantly better by concentrating on the actual features of the mold colonies,
such as the characteristic rim of the colony, as seen in Fig. 3. This enabled NfNet to
classify molds with greater reliability, especially on non-padded images.
To further evaluate the models’ performances, especially in a real-world context, a sup-
plementary annotation of 640 images was performed. These additional annotations were
crucial for validating the models’ real-world applicability. The results confirmed sev-
eral key points. NfNet exhibited a clear preference for non-padded images (55.1% accu-
racy), whereas EfficientNet V2 demonstrated superior performance with padded images
(43.3% accuracy). Nevertheless, Nfnet demonstrated superior overall performance, at-
taining higher accuracy on non-padded images than EfficientNet V2 on padded images.
However, NfNet demonstrated difficulty in generalizing its knowledge to padded images,
likely due to the introduction of artificial boundaries by padding, which interfered with
its ability to recognize features across different scales. Conversely, EfficientNet V2 ex-
hibited superior performance in handling padded images due to its reliance on padding,
though this came at the cost of its feature extraction capabilities on non-padded images.
A principal component of the evaluation process was the comparison of the accuracy of
the models in question, with and without the class named ”Other”. This comparison
proved highly beneficial in understanding the models’ability to handle cases of uncer-
tainty or unfamiliar mold colony samples. Without the ”Other” class, the models would
have been forced to classify these ambiguous cases into one of the existing classes, which
would have increased the likelihood of misclassification. The incorporation of the ”Other”
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class enabled the models to express uncertainty, thereby enhancing both generalization
and precision. This proved to be a particularly beneficial approach in the environmen-
tal data, as it provided a safety net for uncertain cases and reduced the overall error
rate. It is noteworthy that the highest accuracy achieved on the environmental data was
70% for the NfNet when the ”Other” class was excluded. This illustrates that for pre-
dictions where the model is certain, the accuracy is already considerable, leaving only a
few mold colonies that require manual review. This provides a robust basis for deploying
the models on environmental data, specifically NfNet, as it suggests that the majority of
classification work could be automated, with only a small portion requiring further in-
spection. It also offers a promising starting point for further improvements to the models,
particularly in refining their handling of uncertain cases.

5 Future Work

One avenue for future research would be to only utilize the environmental data, which
includes not only images and bounding boxes but also general class labels for mold
colonies, to start training a model. It is important to note that the bounding boxes
currently present in the environmental data set were manually annotated. In theory,
the dataset would consist solely of the raw images and general class labels, without any
bounding box information. The primary objective is to investigate the potential of an
iterative approach to construct a comprehensive dataset from the available information,
thereby eliminating the necessity for extensive manual annotation.
The classification model can be extended to more complex samples through training on
single-class samples. In the initial stage, all colonies within a sample are identified and
those belonging to known classes are excluded. If the remaining colonies belong to only
a single unknown class, the sample can be utilized for further training. The model will
classify the known colonies, leaving the unknown ones labeled as ”other,” which can then
be assigned to the remaining class.
This method could result in a comprehensive dataset comprising all mold species, reduc-
ing the necessity for manual annotation and enabling the dataset to evolve. This approach
requires a sufficient number of initial samples, particularly ”clean culture” samples, that
comprise only of mold colonies the same class, to learn effectively. Some human supervi-
sion is needed, but it offers a scalable solution that reduces manual effort.

6 Conclusion

This study shows that semi-supervised learning can be used to differentiate mold colonies.
A clean culture dataset was developed and used to train classifiers that can identify mold
species based on their macromorphological characteristics. The environmental dataset
showed that the models can generalize to real-world conditions, although performance
declined in more complex scenarios.
Automating this process could reduce costs. The ability to quickly identify mold colonies
could cut air quality evaluation costs, making routine inspections more affordable and
accessible. This could lead to more frequent assessments, contributing to cleaner air in
workplaces and public buildings.
Semi-supervised learning can enhance the efficiency of the mold differentiation process,
reducing time and cost. Future enhancements could prioritize the management of un-
known species and integrate the system into standard lab workflows. This automation
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could facilitate broader adoption of air quality monitoring, making cleaner air a more
attainable goal.
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Abstract. Domain-Driven Design (DDD) is a key framework for developing cus-
tomer-oriented software, focusing on the precise modeling of an application’s do-
main. Traditionally, metamodels that describe these domains are created manually
by system designers, forming the basis for iterative software development. This
paper explores the partial automation of metamodel generation using generative
AI, particularly for producing domain-specific JSON objects. By training a model
on real-world DDD project data, we demonstrate that generative AI can produce
syntactically correct JSON objects based on simple prompts, offering significant
potential for streamlining the design process. To address resource constraints, the
AI model was fine-tuned on a consumer-grade GPU using a 4-bit quantized version
of Code Llama and Low-Rank Adaptation (LoRA). Despite limited hardware, the
model achieved high performance, generating accurate JSON objects with minimal
post-processing. This research illustrates the viability of incorporating generative
AI into the DDD process, improving efficiency and reducing resource requirements,
while also laying the groundwork for further advancements in AI-driven software
development.

Keywords: Generative AI, Domain-Driven Design, LoRA, QLoRA, Quantiza-
tion, Consumer GPU, PEFT, Weighted Sum, Model Assessment

1 Introduction

Creating customer-oriented software demands efficient tools and methods. A promising
approach is the Domain-Driven Design (DDD) pattern[1], a robust framework for software
development emphasizing the understanding and modeling of the application’s domain.
Initially, the software is described using Domain Specific Language (DSL) in JSON or
UML, forming a Domain Model (DM) that underpins the iterative development process.
From this DM, a code framework is derived, which is then endowed with logic to create
a prototype. This prototype generates insights for refining the DM further.

The initial DM generation is typically a manual task performed by a system designer
using a GUI tool. To enhance this process, we explore in this paper the possibility of
partially automating it with the help of generative AI. We demonstrate how genera-
tive models can learn to create syntactically correct JSON objects for describing the
DDD DM. Moreover, we show that being trained on real-world data from existing DDD
projects, the AI model can automatically generate new parts of a DM through simple
interactions with a system prompt. The AI model’s ability to produce syntactically cor-
rect JSON objects ensures machine readability, facilitating integration into existing DDD
development tools.
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Due to data confidentiality, the use of commercial Large Language Models (LLMs)
are not an option, which led us to the constraint to develop the JSON code generator
model on resource-restrictive hardware, specifically a single consumer-grade GPU.

The final results on the test dataset yielded impressively low loss on JSON generation
and high BLEU[2] scores, underscoring the model’s proficiency. Most of the generated
JSON objects exhibited syntactical correctness with minimal post-processing, and all
JSON objects created from clear prompts were syntactically correct. The successful cre-
ation of a code generator for JSON objects in the DSL signifies a pivotal advancement
towards incorporating generative AI into the DDD-based software development process,
enhancing both efficiency and efficacy.

2 Related Work

The foundation for this work lies in the principles of DDD, as established by Eric Evans
in his seminal works[1,3]. DDD provides a strategic approach to software development,
emphasizing the modeling of complex systems based on their underlying business do-
mains. The company internal framework used for this work builds upon these principles
and knowledge regarding this were obtained from the internal documentation[4].

To address the challenges of efficient resource utilization in AI model training and
deployment, techniques such as Parameter Efficient Fine-Tuning (PEFT) were employed,
specifically the Low Rank Adaptation (LoRA) method introduced by Hu et al.[5]. Fur-
ther refinements, including quantization methods like Quantized Low Rank Adapta-
tion (QLoRA) by Dettmers et al.[6], played a crucial role in optimizing performance
on resource-constrained hardware. The model in this work was quantized to 4-bit preci-
sion using the ‘BitsAndBytes‘ library from Hugging Face[7]. This approach is supported
by research on low-precision quantization, such as the work of Sun et al.[8] and Neshaei
et al.[9].

The model used for the code generation component was Code Llama from Meta4,
proposed by Rozière et al.[10]. Other models relevant to this field include StarCoder[11]
and CodeT5[12]. Additionally, commercial AI code generation tools such as GitHub Copi-

lot [13] and Amazon CodeWhisperer [14] provide further context and reference in evaluat-
ing the landscape of AI-assisted software development.

For the evaluation of the importance of the hyperparameters after hyperparameter
Tuning we used a permutation importance analysis referencing the Random Forest Re-

gressor from Louppe [15].

For performance evaluation, two key metrics, BLEU [16] and Loss, were used to assess
the quality of the fine-tuned model. These metrics have been adopted in the evaluation
of code generation models, as discussed in the works of Chen et al.[17] and Yetiştiren et
al.[18], providing a foundation for assessing syntactic and semantic alignment in generated
outputs.

3 Methods

In this section, a comprehensive outline of the methodological approach is presented,
detailing the processes and techniques used for data handling, model development, and
evaluation.

4 https://www.llama.com/code-llama/
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Goals and Constraints: This work explores integrating Generative AI into the soft-
ware development process within a DDD framework, focusing on automating early-stage
development by generating DMs from business requirements. The prototype uses causal
language modeling to produce Unified Modeling Language (UML) representations in
JSON format, aligning with the iterative nature of DDD.

Technical constraints include the use of open-weight models due to data privacy reg-
ulations, prohibiting commercial AI models and requiring local hosting and fine-tuning.
Additionally, the project operates under a €1000 budget for external computational re-
sources, demanding resource-efficient model selection and training. The limited dataset
further challenges the generation of unbiased, generalizable results, requiring mitigation
of data-induced biases. The research aims to evaluate the feasibility of AI-driven code
generation within these constraints, emphasizing model performance, resource manage-
ment, and compliance.

Data Basis: The dataset utilized for this study comprises 1,022 files, each containing
a single JSON object. Of these, 821 files—accounting for 80% of the dataset—originate
from a customer project, while the remaining 20% are derived from a test project. The
data represent hierarchically structured DDD logic, encoded in JSON format.

Each JSON object consists of specific key-value pairs, which are defined within a
specialized framework. These key-value structures are inherited from a metamodel, which
serves as the basis for the framework’s logic. However, the metamodel itself is not included
within the dataset, limiting direct access to the underlying inheritance structure.

Data Pre-Processing: The data pre-processing step is essential for developing a ro-
bust code generator, particularly given the dataset’s significant bias, with approximately
80% of the dataset sourced from a customer project and 20% from a test project. This
dataset, comprising 1,022 files containing completed JSON[19] objects, necessitates care-
ful handling to ensure effective model training.

The pre-processing process began with data import, followed by cleaning and ab-
straction, where high-variability keys were replaced with placeholder values to anonymize
customer-specific information. This step not only protects sensitive data but also simpli-
fies the dataset’s complexity, allowing for a clearer focus on the JSON structure. Sub-
sequently, the data was chunked into non-overlapping segments of 2,048 tokens, which
were shuffled to enhance randomness. The final step involved a double 80:20 split[20] of
the data into training, evaluation, and test sets, resulting in 64% for training, 16% for
evaluation, and 20% for testing. This structured approach to data pre-processing ensures
that the dataset is well-prepared for effective model training while maintaining com-
pliance with data privacy standards. After exportation, the datasets were versioned for
future use, solidifying the pre-processing phase as a foundational element in the overall
development process. A full process flow of data pre-processing is displayed in Figure 1.

Training and Setup: The foundation of the code generator utilizes the Code Llama
7B model, released by Meta5 proposed by Rozière et al.[10]. With a VRAM size of
approximately 25 GB, it necessitated adaptations for the limited hardware available,
including a local PC with an RTX 2080 GPU (11 GB VRAM) and a Lambda Cloud6

instance with an RTX A6000 GPU (48 GB VRAM). Due to financial constraints, the

5 https://www.llama.com/code-llama/
6 https://lambdalabs.com/service/gpu-cloud
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Fig. 1. Abstracted visualization of the various steps of data pre-processing with data cleaning,
chunking and splitting to the various data sets for training.

cloud instance was primarily used for hyperparameter tuning. To facilitate fine-tuning on
the local setup, a 4-bit quantization was applied, reducing the model’s size to around 4
GB VRAM. The LoRAmethod, part of PEFT, was selected due to its proven effectiveness
when combined with model quantization. The Hugging Face Transformers7 framework’s
Trainer[21] was employed alongside a LoRA adapter to optimize training on constrained
hardware. This was used to fine-tune Code Llama 7B to generate JSON with the help
of Next Token Prediction from the dataset. Key training arguments were established
to manage resource use, including batch size, gradient accumulation steps, and mixed-
precision training. Evaluation metrics were critical for assessing model performance; while
the built-in loss function was utilized, metrics such as BLEU [22] and ROUGE-L-F1[23]
were employed to guide the training process. Memory overflow issues were addressed
by implementing a custom function for pre-processing logits, ensuring efficient metric
evaluation. Overall, the training utilized both local and cloud resources.

Hyperparameter Tuning: Hyperparameter tuning is crucial for optimizing model
performance by selecting the most effective values for key hyperparameters. In this pro-
cess, two categories of hyperparameters were identified for tuning: basic training parame-
ters—learning rate, number of training epochs, and warm-up steps—and adapter-specific
parameters such as the rank (R-value) and alpha value of the LoRA adapter[21,24,25].
These parameters were chosen due to their significant impact on the model’s performance,
particularly in hardware-constrained environments.

To guide the tuning process, initial ranges were defined: a learning rate of 1e-5 to
5e-5, 1 to 5 training epochs, 200 to 1200 warm-up steps, an R-value of 4 to 16, and
an alpha value of 4 to 16[24,25]. These ranges were informed by engineering practices
and recommendations from existing documentation. After 100 trials, adjustments were
made to refine the search, particularly for the number of training epochs and the LoRA
rank. In the second phase of tuning, the R-value range was expanded to 4 to 32, and
the number of training epochs increased to 5 to 12, allowing further exploration of these
critical parameters while leaving the other ranges unchanged. This iterative approach
helped maximize model efficiency under the available hardware constraints.

To determine the optimal hyperparameters for final training, a multi-objective weight-
ed sum approach was used, following Bazgan et al.[26]. The weighted sum function f(x)
was initially defined for three evaluation metrics (Equation (1)).

However, hyperparameter tuning results showed that the ROUGE-L-F1 metric was
outside the expected range. As a result, the weight for ROUGE-L-F1 was set to zero in
Equation (2), removing its influence on f(x).

Finally, introducing the Inverse Loss L̃(x) as 1−L(x), the weighted sum was simplified
to f(x) in Equation (3).

7 https://huggingface.co/docs/transformers/index
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f(x) = wLoss · (1− L(x)) + wBLEU ·B(x) + wROUGE-LF1
·R(x) (1)

f(x) = wLoss · (1− L(x)) + wBLEU ·B(x) + 0 ·R(x) (2)

f(x) = wLoss · L̃(x) + wBLEU ·B(x) (3)

Model Assessment To comprehensively evaluate the model’s performance for a gener-
ative DDD system, a three-phase assessment approach was used, as traditional metrics
alone offer limited insight. In the first phase, the evaluation metrics Loss and BLEU [16]
from both the training and test datasets were reviewed. The second phase assessed the
syntactic correctness and machine-readability of the generated JSON objects. Here, 100
JSON samples were generated from 10 clear and 10 experimental prompts. Clear prompts
specify a distinct DDD class object, guiding the model to create a corresponding JSON
object, while experimental prompts progressively reduce detail, giving the model more
room for errors and issues. If any of the generated samples exceeded the token length
limit of 4,000, post-processing was applied to ensure completeness, followed by verification
through a JSON parser. The final phase involved a qualitative review of the generated
JSON objects to identify potential errors and issues. This multi-step evaluation offers
a more detailed understanding of the model’s quality and its suitability for real-world
applications.

4 Results and Discussion

In this section, the results of the Hyperparameter Tuning, Final Model Training, and
Model Assessment are summarized and discussed.

Hyperparameter Tuning: Table 1 displays the results of the top three values for the
different evaluation metrics (objectives) from the hyperparameter tuning process.

The results from the hyperparameter tuning also allow for the derivation of the impor-
tance of individual hyperparameters. A Permutation Importance analysis was conducted
using a Random Forest Regressor [15] to assess the influence of each parameter on the
evaluation metrics (objectives) shown in Figure 2. This method helps to quantify how
changes in specific hyperparameters affect the model’s performance.

In the analysis of the results from hyperparameter tuning, a noticeable discrepancy
was observed between the expected and actual values of the ROUGE-L-F1 score. The
ROUGE-L-F1 score was anticipated to approach 1. During hyperparameter tuning, it
reached a maximum of only approximately 0.062 in the second trial (see Table 1). Due to
this significant deviation, the ROUGE-L-F1 metric was excluded from the determination
of the optimal hyperparameters.

Subsequently, the weighted sum method described in Section 3 was applied and cal-
culated for each trial. Assuming that all evaluation metrics converge towards 1 (using the
inverse loss as 1−Loss), it can be inferred that the trial with the maximum weighted sum
defines the optimal hyperparameters, denoted as θ∗. Table 2 presents the top five trials,
ranked by their weighted sum along with their respective objectives. Figure 3 illustrates
the convergence of the weighted sum towards 1, in relation to BLEU and inverse loss,
providing a visual representation of this progression.

The maximum of the weighted sum f(x) with θ∗ = max(f(x)) | x ∈ Trials is reached
at trial 116. Concluding to θ∗ = θf(Trial116). Therefore, trial 116 defines the optimal
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Trial Number Ranking Loss↓ BLEU↑ ROUGE-L-F1 ↑ Learning Rate LoRA Alpha LoRA R Train Epochs Warmup Steps

116 1. Loss 0.031224 0.991329 0.046125 3.4e-05 30 10 6 448
128 2. Loss 0.03168 0.990963 0.04753 3.5e-05 29 13 6 419
127 3. Loss 0.031686 0.991554 0.046529 4.2e-05 22 5 6 1044

110 1. BLEU 0.034611 0.991905 0.047163 3.8e-05 17 10 12 1194
124 2. BLEU 0.032367 0.991696 0.047422 3.4e-05 24 10 9 974
125 3. BLEU 0.033012 0.991665 0.04615 3.3e-05 27 10 9 968

2 1. ROUGE 0.054714 0.987621 0.062322 1.3e-05 16 4 2 1033
130 2. ROUGE 0.038864 0.99047 0.061189 3e-05 11 9 6 675
42 3. ROUGE 0.04477 0.989132 0.05983 3.1e-05 12 11 2 852

Table 1. List of the top three Trials of hyperparameter tuning for each evaluation metric
(objective) along with the marking of the best values for each objective.

Fig. 2. Parameter importance for multiple evaluation metrics (Objectives) with importance cal-
culated using permutation importance with Random Forest Regressor [15].

hyperparameters θ∗ for the final training as follows: θ∗learning rate = 3.4e − 5 = 0.000035,
θ∗num train epochs = 6, θ∗warmup steps = 448, θ∗lora r value = 10 and θ∗lora alpha value = 30.

Final Model Training: The final model training was conducted using the optimal
hyperparameters, denoted as θ∗, which were determined during the hyperparameter op-
timization phase. This training was performed on an NVIDIA RTX 2080 GPU with 11
GB of VRAM. Key statistics related to training times and memory usage are summarized
in Table 3.

Figure 4 illustrates the progression of the loss function for both the evaluation and test
datasets. The training loss shows a high degree of fluctuation, while the evaluation loss
remains stable throughout the process. Given that the evaluation loss follows a similar
trend to the training loss without significant deviation, it can be inferred that overfitting
did not occur during the training.

Model Assessment In addition to the final training evaluation metrics (Table 3), the
results on the test dataset are shown in Table 4. A slight improvement in loss by 0.0028
and a minor decrease in BLEU by 0.0006 were observed, both considered negligible,
indicating stable model performance.

During model assessment, hardware limitations restricted generation to 4,000 tokens
per sample. Of 100 JSON samples from 20 prompts, only one terminated correctly within
this limit. After post-processing to remove incomplete key-value pairs and close JSON
objects, 81 out of 100 samples were successfully parsed.
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Trial Number Loss↓ Inverse Loss↑ BLEU↑ ROUGE-L-F1 ↑ Weighted Sum f(x) ↑

116 0.0312 0.9688 0.9913 0.0461 0.9801

127 0.0317 0.9683 0.9916 0.0465 0.9799
124 0.0324 0.9676 0.9917 0.0474 0.9797
108 0.0319 0.9681 0.9912 0.0488 0.9797
102 0.032 0.968 0.9913 0.0482 0.9797

Table 2. List of the top five trials with the highest results for the weighted sum f(x) sorted in
descending order.

Fig. 3. Weighted sum in reference to inverse Loss L̃(x) and BLEU B(x).

Two prompt types were used: experimental and clear (see Section 3). All 50 JSON
samples from the clear prompts were parsed without errors after post-processing. How-
ever, 19 parsing errors occurred in samples from the experimental prompts.

The third phase involved qualitative analysis. Most samples were content-wise compa-
rable to the original dataset, but limitations emerged. In some cases, the model repeated
certain sections (e.g., Field Model) until reaching the 4k token limit. This repetitive
behavior is permitted in JSON structure but unrealistic for real-world applications, re-
quiring further investigation with more computational resources.

The analysis of the erroneously generated samples revealed two main types of issues:

1. Some generated JSON objects began within another JSON object, such as within a
key-value pair. This led to parsing problems due to violations of JSON syntax and
structure. This error is likely caused by data chunking during preprocessing.

2. The generation of unwanted characters, such as the zero-width space Unicode symbol
(Unicode U+200B [27]), was observed. Since these characters were not present in the
training data, it is assumed that they are artifacts originating from the Code Llama
7B model.

Results Conclusion: We can conclude that the model is capable of generating machine-
readable JSON objects when given appropriate prompts. Fine-tuning on a GPU with
sufficient memory produced strong results, and the abstraction of datasets reduced com-
plexity, allowing for the use of customer data. This first version is already capable of
being integrated into possible applications with respect to the described bias.
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Training Duration Training Steps Loss↓ (Train Data) Loss↓ (Eval Data) BLEU↑ (Eval Data)

36.43hr 11.54k 0.0337 0.0393 0.9924

Model Size (Quantized) LoRA File Size Train Dataset Size Eval Dataset Size Available VRAM

4.0046GB 21MB 30.3MB 7.4MB 11GB

Table 3. Summary of the results of the final training.

Fig. 4. The development of the Training Loss (blue) and Evaluation Loss (red) are plotted over
the training steps of the final training, with an update every 50 steps.

Loss ↓ BLEU↑ ROUGE-1-F1 ↑ ROUGE-2-F1 ↑ ROUGE-L-F1 ↑ ROUGE-L-F1 ↑

0.0309 0.9918 0.0565 0 0.0565 0.0565

Table 4. Results of evaluation of the model from final training using the test dataset. In this case,
the ROUGE values were not within the expected range and were included only for completeness.

5 Conclusions

The rapid development of AI technology and the increasing prevalence of LLMs have
created opportunities for new applications and tools. With continuous improvements
in the efficiency of LLMs, they are increasingly being used in the consumer and Small
and Medium-Sized Enterprises (SME) sectors. This work demonstrates the potential
and capabilities of open LLMs, the extent to which the development of efficient model
trainings with approaches such as LoRA and quantization has already progressed and
how these can be combined under restrictive resources.

The work of this paper mark an initial step towards a generative AI assistance system
showed the potential for further development into an assistant system for DDD software
development framework. In particular, the ability to generate machine-readable JSON
objects enabled the use of the final model of this paper in potential tool chains and
systems. The results and findings as well as the limitations and challenges, form a broad
basis for further development.

Thus, the work of this thesis is a functional code generation model prototype that
offers further possibilities and learning, paving the way for the development of an “Artifi-
cial Intelligent” assistant system that meets the requirements and needs of DDD software
development.

The code we used to train and evaluate our models is available at https://github.
com/Tr33Bug/DomainlifecyclesCodeGenerator.
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Abstract. Predicting energy production from photovoltaics (PV) is crucial for
efficient energy management. In order to apply different operating strategies, it is
necessary to predict the expected amounts of PV energy. The operating strategies
are typically optimized with regard to economic or technical goals or a combination
of both. Within this work, we show a possibility to predict PV power production
using local weather data and Neural Ordinary Differential Equations (NODE).
Based on the measured values from the PV system and an associated weather
station, the NODE is trained and validated with regard to PV production. The
measurement data are collected from the PV system of the former Campus North
of Offenburg University of Applied Sciences.

Keywords: PV Power Production, time series modeling, NODE

1 Introduction

Predicting energy production from photovoltaics (PV) is crucial for efficient energy man-
agement. In order to be able to apply different operating strategies, it is necessary to
forecast the expected generation of PV power. Models for forecasting PV generation can
be categorized by the forecast horizon like (1) short-term forecasting for minutes or an
hour [1, 2], (2) middle-term forecasting for about a day [3, 4] and (3) long-term forecast-
ing for a couple of days up to months [5, 6]. It is common to use neuronal networks for
all of the forecasting horizon. Within this work, we show a possibility to predict PV
power production using local weather data using Neural Ordinary Differential Equations
(NODE) [7]. The authors of Ref. [8] modelled a lithium-ion battery to predict the behav-
ior of a lithium-ion battery using NODE and grey-box modelling. Based on the measured
values from the PV system and an associated weather station, our model is trained and
validated with regard to PV production. The measured data is collected from the PV
system of the former Campus North of Offenburg University of Applied Sciences from
the years 2017-2021. The PV system consisted of 3 strings with a nominal output of 2.16
kWp each. The strings have a collector inclination of 30° and 40° and an orientation of
18° south.

The article will be organized as follows. In the Introduction we will give an overview
of the state of the art for PV power prediction and the use of Neural ODEs for modeling
of physical systems. In the second chapter we give a short introduction to Neural ODEs
for the prediction of time series. After that, we present the data and will describe the
data preparation steps. The data preparation includes the resampling to a half hourly
base. We also applied Principal Component Analysis and Fourier Transform to the data.
After the preparation of the data we will discuss the hyper parameter tuning for the
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NODE. In the next step we present the training and validation results of the NODE for
the PV power prediction. We will conclude the article with a conclusion and discussion.

2 Overview Neural Ordinary Differential Equations

We will use Neural Ordinary Differential Equations (NODEs) [7] for the prediction of
the PV power production. NODEs can be understood as a Residual Neural Networks,
given by

x (tk+1) = hf (x (tk) , (t) , Θ) + x (tk) where h = ∆t, (1)

where the discretization h = ∆t goes to zero and the function changes from discrete to
continuous

dx

dt
= f (x (t) , t, Θ) (2)

where the Neural Network f (x (t) , t, Θ) with the parameters Θ represents the continuous
change of the hidden state x (t). Or in other words Residual Neural Networks are the
Euler discretization of NODEs [9–11]. In contrast to traditional neural network architec-
tures with discrete layers, NODEs model the continuous evolution of hidden states with
ordinary differential equations. More concrete, the input features don’t pass through a
fixed number of layers, the hidden states evolve over a time interval by using a solver.
The differential equations themselves are represented by Neural Networks and describe
the rate of change of the hidden states over time. The Neural Network is then integrated
with a solver to obtain the trajectory of the hidden states over the time. In the context
of solving ordinary differential equations, the input features can be interpreted as initial
values for the hidden states. For the training of the NODEs we are using the so-called
discretize-then-optimize approach where we backpropagate through the internal opera-
tion of the ode solver to obtain the gradients [12]. Because of the mentioned properties,
NODEs are very well suited for the modeling of time series. For the same reasons NODEs
are also well suited for the modeling of physical systems that can be expressed as differen-
tial equations. The NODEs defined above solve an initial value problem and the number
of inputs/features has to be the same as the number of outputs. In the prediction of the
PV power, the system depends not only on the initial values but also on additional in-
puts, most of all the weather. Therefore, the number of inputs is greater than the number
of outputs. We consider a so called forced nonlinear system [13]

dx

dt
= f (x (t) , u (t) , t, Θ) (3)

where additional information about the weather, e.g., is cumulated in the input vector
u (t). Note that the solution of the nonlinear system does not depend only on the initial
condition of the states x (0) but also on the input vector u (t). It is important to note
that the forced nonlinear system with the additional input vector u (t) can be solved and
trained with the same methods as the initial value problem. It has to be taken care that
the input vector u (t) is an external function of time and is not computed by the ode
solver (as the state vector x) and if the inputs u (t) are given as data points at discrete
time steps tk instead as an explicit function of time, an appropriate interpolation method
has to be chosen.
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3 Data Preparation and Analysis

Before we can train and test the NODE, we have to do the post processing of the data.
That includes the resampling to a half hourly and hourly base. We also applied Principal
Component Analysis and Fourier Transform to the data.

3.1 Resampling

To process the data, it must first be converted to the equidistance format. To this end, a
resampling procedure was devised for the purpose of incorporating hourly and half-hourly
values.

In the case of hourly sampled data at 11 a.m., the sampled values are calculated by
aggregating all values between 10:30 a.m. and 11:30 a.m., thereby avoiding any consider-
ation of future values. In order to guarantee the inclusion of data within the resampled
data set at all times, any absent values are incorporated through the utilisation of a
forward fill procedure. This is only feasible due to the fact that the recorded values of
the sensors are only stored when a change is detected; otherwise, there are no values at
specific points in time. It is important that the forward fill does not use the final value
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Fig. 1. Comparison between raw data, half-hourly re-sampled data and hourly re-sampled data
for 48 hours, so that you can recognize the noon high twice.

from the resampling, but rather incorporates the last known value of the raw data into
the missing values. This guarantees the precision of the resampled value over the course
of the night. The resampled value is the average of the last hour with sunshine. As the
measured values remain constant during the night, the period without sunshine is not
considered. By using the last raw data value, the values over the night are accurate.
Figure 1 shows an example of the resampled data for 32 hours.

3.2 Principal Component Analysis (PCA)

For further insight on the relevance of the features and comparison of the resampling
rates (3.1) principal component analysis (PCA) is used. It is for data analysis purposes
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only and is not used to transform the inputs of the NODE. PCA is suitable because
the maximum variance of the data is retained in the principal components. The highest
eigenvalues in table 1 thus show the relevance of the individual features in the data set
from the point of view of variance. S represents the covariance matrix and u1 the highest
eigenvector [14].

uT

1 Su1 = λ1 (4)

where λ1 is the first eigenvalue. In the hourly data set, the three largest principal com-
ponents explain 92.11 % of the variance and in the half-hourly 93.21 %. Since the three
principal components are able to explain the data set with little loss in variance, the
mean of u1 - u3 is used for each feature. Considering the variance to be obtained, the
relevance and order of the features of the hourly and half hourly dataset is similar. So
the hourly data set contains hardly any less information.

Table 1. Each column shows the values for the separate features. The values are calculated
from the three largest eigenvectors like described in the section above. The table also serves the
purpose of comparing the hourly and half hourly dataset.

Parameter Hourly sampled data Half hourly sampled data

Wind direction 0.508 0.515
Moist 0.493 0.486
Power 0.322 0.324
String 40° irradiation 0.247 0.270
Global solar irradiation 0.224 0.230
Pressure 0.198 0.105
Temperatur 0.139 0.075
Wind speed 0.093 0.033

Due to the similarity of the two datasets it is more reasonable to only focus on one
dataset.

When observing the results of table 1 it is noticeable that wind direction, moist and
power are considered more important than irradiation or temperature. This does not
meet the intuitive expectations. One has to keep in mind, that the PCA components
explain the variance in the data, and not a causal effect or dependency.

As soon as there are two similar features, usually one feature is left out. This was
not done in the case of String 40° irradiation and global solar irradiation. Both features
describe something similar.

In conclusion, PCA is used to recognise which features may be most important in
order to test which data is necessary to collect in the future. However, reduced data sets
would first have to be tested and compared with the actual application on the NODE.
Additionally, it is beneficial to note that both resampling rates are good to use.

3.3 Fourier Transform

To further validate that the derived equidistant timeseries accurately represent the non-
equidistant raw data, we generate spectrograms using Fourier transformations. The spec-
trograms are then utilized to gain insights into the prevalent frequencies within the
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equidistant timeseries. We anticipate observing the daily solar cycle reflected in our de-
rived timeseries of power production.

Different sampling frequencies are used for hourly and half-hourly timeseries to ensure
good interpretability of frequencies across all spectograms. For the hourly timeseries we
use a sampling frequency of 1/3600 Hz which equals 1 h and for half-hour timeseries we
use 1/1800 Hz which equals half a hour.
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Fig. 2. Spectogram of the fourier transformation using the hourly sampled data and a sampling
frequency of 1/3600 Hz.

Figure 2 shows the resulting spectrogram for the hourly timeseries. Because of our
previously chosen sampling frequency we are able to interpret the frequency-axis in cycles
per day. The highest amplitude appears at a frequency of 1, a strong indication for the
presence of daily sun cycle within our dataset. Similar results are obtained when using
the half-hourly timeseries.

3.4 Hyperparameter tuning

The time-consuming step of finding hyperparameters is automated with Optuna’s Bay-
esian optimization [15] in combination with MLflow [16] for tracking. This allows for the
collection of hyperparameters that result in a low loss within a reasonable time frame.

The optimization takes place in a separate validation loop. An average loss for a
whole epoch is calculated from all weekly accumulated losses. Furthermore, the search
space is defined by the following parameters: tanh and Rectified Linear Unit (ReLU)
as activation functions for the neural network. ADAM, RMSprop and SGD for gradient
descent. The number of neurons from 30 to 300. Learning rate in the of magnitude from
10−5 to 10−3.

We used the optimization algorithms from PyTorch’s torch.optim package [17].
In the majority of runs, Bayesian optimisation utilizes the rectified linear unit (ReLU)

activation function and the adaptive moment estimation (ADAM) optimizer. For this
reason NODE seems to work best with ReLU and ADAM in the current use case. The
number of neurons and the learning rate don’t differ significantly for the best runs.
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Table 2. The columns 1 to 3 show the three best runs of the hyperparameter tuning under
consideration of the weekly accumulated loss.

1. 2. 3.

Activation function ReLU ReLU ReLU
Optimizer ADAM ADAM ADAM
Neurons 171 192 140
Learning rate 8.77 · 10−4 6.68 · 10−4 5.84 · 10−4

Weekly accumulated loss 94803 95228 95334

Notably, the row learning rate could be replaced by a clever choice of learning rate
scheduler.

4 Results for the prediction of PV power production

The following results were achieved using our best hyperparameter configuration (see ta-
ble 2). For our experiments we split both, the hourly and half-hourly, dataset into training
(70 %) and validation (30 %) sets. A single training example contains one week of data.
The neural network receives 6 weather features (wind direction, wind speed, temperature,
global irradiation, moisture & pressure) as well as two positional encodings (time of day
& current month) and the last preceding prediction. We observe promising convergence
results with just a few weeks of training data, reaching diminishing convergence results
within the first epoch of training (167 given example weeks).

Training is stopped after the first epoch to prevent overfitting on the dataset. The
trained model achieves a mean error of 265.40 W and a median error of 30.24 W. These
errors amount to 12.29 % and 1.40 % respectively when measured in relation to the
2.16 kWp of installed PV capacity over the validation set of 41 weeks. The large differ-
ences between these metrics can be explained by outliers which are caused by sudden
cloud shading. It’s important to mention that the focus of the project is not to predict
the impact of individual clouds on the power production but rather larger timespans (e.
g. > 3 h).

The results for predicting one week of PV power are shown in figure 3. As mentioned
above, the model is not able to predict the peaks due to cloud shading. However, the
overall prediction is in good agreement with the measurement.

A more informative (conclusive) way to measure the error might be to exclusively
evaluate the day time phases where the model is not able to receive a “free lunch” by
predicting a power output of 0 W. In this case the mean error is 401.37 W (18.58 %) and
the median error 214.12 W (9.91 %).

4.1 Conclusion

The study has demonstrated that it is feasible to forecast PV power data using a neural
ordinary differential equation (ODE). The model is capable of accurately forecasting the
photovoltaic (PV) output of individual days.

There are minor discrepancies between the original and predicted values, particularly
at the peak output observed at midday. Furthermore, the model does not anticipate
abrupt declines in output, which may be attributed to cloud cover obstructing the pho-
tovoltaic panels. Furthermore, in exceptional circumstances, the model may occasionally

56



Fig. 3. Comparison of predicted and measured PV power production of string 3 with a collector
inclination of 40◦

predict negative PV power values for the night. It is not possible for negative power
values to exist in the real world. Despite the aforementioned limitations, a generalised
prediction of PV output for the day can be made.

A comparison of the prediction results with those of other methods and models was
not conducted. This represents a potential avenue for further investigation. At present,
the model is configured to receive only the most recent power value in order to facilitate
the next prediction. One potential avenue for further investigation would be to modify
the model in a way that incorporates a greater quantity of historical data into the next
prediction step. The current model is only capable of making predictions one step into the
future at a time. The incorporation of a multi-step output could facilitate the prediction
of PV output at an extended temporal horizon.

4.2 Acknowedgement

We gratefully acknowledge financial support by the Carl-Zeiss Foundation through foun-
dation professorship Mechatronic Systems Engineering.

References
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Abstract 

A scalable and rapidly deployable fault detection framework for building heating systems 

is presented. Unlike existing data-intensive machine learning approaches, a  

SARIMAX-based concept was implemented to address challenges with limited data 

availability after commissioning of the plant. The effectiveness of this framework is 

demonstrated on real-world data from multiple solar thermal systems, indicating potential 

for extensive field tests and applications for broader systems, including heat pumps and 

district heating. 

Keywords: Building Technologies; Data-Driven Fault Detection; SARIMAX. 

1 Introduction 

From 2019 to 2023, LoRaWAN-based temperature sensors were installed to monitor the outlet 

of approximately 450 building solar thermal systems [1]. We developed a rule-based algorithm 

(RBA) for fault detection and diagnosis (FDD) by leveraging extensive operational expertise and 

achieved around 95% accuracy. However, the RBA faced scalability issues due to the variations 

in plant characteristics, dependent on type of installation or control strategies amongst other 

factors, that cannot be captured with just one sensor per plant. While it meets practical 

requirements, our current goal is to develop a complementary data-driven algorithm capable of 

rapid fault detection (FD) across various installations, and potentially extendable to heat pumps 

and district heating systems. This work presents the results of the  

first proof-of-concept. The ability of machine learning (ML) algorithms for FDD in building 

HVAC systems especially solar thermal systems is well documented [2–9]. These studies 

employed extensive process-history data from multiple sensors, simulation data, and used 

complex models such as random-forest-regression to detect numerous faults and in certain cases, 

diagnose them. We also attempted to train ML models using results of the RBA but were 

hindered by a lack of labeled data representing ground truth and the intrinsic limitations of 

training ML models to replicate the RBA [10]. Instead, we propose a novel approach utilizing a 

time series forecasting model that strikes a balance between scalability and minimal data 

available post-commissioning, facilitating preliminary FD using only the single data-point per 

installation. 
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Fig. 1. Examples for different scenarios that may occur in a solar thermal plant.1 

Fig. 1 shows the solar output temperature for four different installations under similar 

environmental conditions. For example, scenario a and scenario b: A monotonic, concave 

temperature increase over a period until a rapid temperature change is observed due to cloud 

cover or peak load, etc. Scenario c: A completely monotonic, concave temperature curve until 

sunset or lower solar radiation. Scenario d: A special case where none of the above occurs, 

although there is an initial temperature rise and a fault in the system could be the cause.  

These are just a few examples among many others, including night cooling or stagnation in solar 

thermal systems, for which the reader is referred to previous work by the authors [1].  

Different types of systems will behave differently due to their design and control measures for 

similar ambient temperatures and global irradiance. A single model trained on all data will be 

limited in predicting failures for all plants. We want to explore an approach that uses minimal 

and readily available historical data from a plant to be implemented for that plant and easily 

integrated into a pipeline for widespread implementation. The concept of implementing this 

pipeline is also discussed in this paper. 

2 Methodology 

The data was collected from solar thermal systems at 10-minute intervals, and for this project 

we have one to two years of data per system. However, since future installations may not have 

extensive historical data, the focus is on developing a model that requires minimal data for fitting. 

So, for the exploratory analysis and visual analysis of the time series we used the entire data set 

of a plant and for the model training and fitting phase we assume 3 past days are enough for 

predicting the target day. This assumption was empirically evaluated by comparing training 

models using past 1 and 2 days and the results are discussed later in this paper. The data handling 

tasks were performed using Python-Pandas v2.1.1, the model fitting and diagnosis was 

performed using the statsmodels v0.14.0 [11] and the pmdarima v2.0.4 [12] package on a laptop 

equipped with an 11th Gen Intel(R) Core(TM) i9-11950H @ 2.60GHz and 32GB Ram. 

Duplicate timestamps were identified and removed, with only the first occurrence retained to 

maintain temporal accuracy. Missing values were addressed using linear interpolation for gaps 

up to four hours, reducing the percentage of missing data from 0.30% to 0.13%, thus preparing 

the dataset for subsequent analysis. 

 
1 Solarvorlauf/Collectorvorlauf = Collector outlet temperature, Umgebungstemperatur = Ambient temperature, Globalstrahlung = 

Global irradiation 
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2.1 Exploratory Data Analysis (EDA) 

Each dataset comprises four key variables: collector outlet temperature (in Celsius), representing 

the temperature of the fluid exiting the solar thermal collectors; ambient temperature (in Celsius), 

which measures the surrounding environmental temperature; cloud cover (in percentage), 

indicating the percentage of cloud coverage, with 100% representing fully cloudy conditions; 

and global irradiation (in Watts per square meter), measuring the total solar radiation received 

per square meter. A statistical analysis was conducted on these variables, calculating their mean, 

minimum, and maximum values, and producing box plot visualizations for the purpose of 

assessing data quality, identifying outliers, and evaluating the spread of values. It was found that 

all sensor readings fell within the expected operational ranges for Switzerland, thereby 

confirming the validity of the dataset for further analysis. The correlation between variables was 

assessed using Spearman's rank correlation coefficient, as shown in Table 1. A strong positive 

linear correlation was detected between collector outlet temperature and both ambient 

temperature and global irradiation. The effect of cloud cover was deemed superfluous in the 

context of fitting, given that its influence is presumed to be encapsulated in the global irradiation 

effect. In consideration of the considerable discrepancies in the magnitude of these variables, a 

scaling process was undertaken to ensure a mean of 0 and a standard deviation of 1. 

Table 1. Correlation between collector output and other variables 

 Dependant ↓ / Independent → Cloud 

Cover 

Ambient 

Temp. 

Global 

Irradiation 

Entire data set Collector outlet temp.  -0.21 0.78 0.82 

3 days subset Collector outlet temp. -0.21 0.92 0.87 

2.2 Model Training 

Prior to establishing the production pipeline, the Box-Jenkins methodology was utilized to 

ascertain, quantify and diagnose the model. The identification of the three-day time series was 

conducted through the application of additive decomposition, with the resulting data for a single 

set illustrated in the Fig. 2 below. Despite the absence of an overall trend, which was anticipated 

for solar thermal collectors, pronounced daily seasonality was discernible.  

 
Fig. 2. Additive decomposition of the 3-day training data set 

It was determined that a Seasonal Autoregressive Integrated Moving Average with Exogenous 

Variables (SARIMAX) model would be the most appropriate means of capturing the identified 

seasonal patterns and relationships between variables. An Augmented Dickey-Fuller (ADF) test 

was performed to check for stationarity. The results are shown in Table 2, with a single seasonal 
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differencing applied. Significant reduction in the ADF-statistic with the seasonal differencing 

informed the decision to use single differencing for the seasonality. 

Table 2. Results of an Augmented Dickey-Fuller test for stationarity 

Series ADF-statistic p-value 

Original  -3.8 0.002 

First Difference -2.9 0.04 

Seasonal Difference -5.5 1.6e-06 

 

Model parameters were further refined using the autocorrelation function (ACF) and partial 

autocorrelation function (PACF) plots, which informed the selection of a first order 

autoregressive (AR) model. The ACF and PACF plots for the training data, plotted for 5-hour 

lags (equivalent to 30 lags for 10 minute resolution data), show a clear seasonal pattern. This 

seasonality is evident from the cyclical nature of the ACF plot, while the PACF plot shows a 

significant cut-off after the first lag. 

 

 
Fig. 3. ACF and PACF plots for training data set 

These initial estimates were used as a basis for parameter tuning by grid search, using the 

pmdarima package to automate the selection of an optimal SARIMAX model based on 

minimizing the Akaike Information Criterion (AIC). The refined SARIMAX model was then 

applied to predict the outlet temperature for a given target day, using solar radiation and ambient 

temperature forecasts as exogenous regressors. The model's prediction was evaluated against 

actual measurements using the Root Mean Squared Error (RMSE) criterion, and the target day 

was classified as either a 'fault day' (F-Day) or a 'no fault day' (NF-Day) based on predefined 

accuracy thresholds (10 K in our case). This process was integrated into a machine learning (ML) 

pipeline designed to run once a day for each plant. For each iteration, the last three NF-days were 

used as the training data set for the SARIMAX model, ensuring continuous adaptation to 

changing conditions. 

The methodology described above is illustrated in the framework shown in FIGURE. In this 

framework, the user first defines a training dataset consisting of as few as three consecutive NF-

days. This data set is used to fit the SARIMAX model, which generates predictions for the 

following day. If the predicted and observed values for the target day are sufficiently close, the 

day is labelled an NF-day, otherwise it is labelled an F-day. The training dataset is then updated 

with the latest NF-days to ensure that the SARIMAX model is always trained on the latest 

operational data. In practical applications, this loop is run once a day for each sensor, and the 

initial training data only needs to be defined once for each sensor. 
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Fig. 4. Exemplary framework for implementing the MLA pipeline in the production system of industry 

partners 

 

Results of this approach are shown in the next section. 

3 Results 

To facilitate concise presentation, the results presented here are from a single plant that exhibited 

the most stable performance, characterized by minimal NF-days. This allows effective model 

validation. A manual review of all historical data to identify NF-days would be impractical, and 

the limitations of the ground truth are discussed in the Introduction section. The results of the 

various tests, in which the dataset lengths were either 2 or 3 days, demonstrate the performance 

across different types of days selected to represent variations in global irradiation and ambient 

temperature (see Fig. 5). The analysis demonstrates that the automated fitting process identifies 

distinct optimal parameters for the SARIMAX model contingent on the length of the dataset. It 

is notable that while the fitting time of the grid search is shorter with a 2-day dataset, this is 

accompanied by a reduction in RMSE accuracy. In contrast, the 3-day tests, while taking longer 

to fit, tend to yield more reliable predictions, indicating a trade-off between model complexity, 

accuracy, and computational efficiency. These findings highlight the necessity of meticulously 

determining the optimal dataset length to achieve a balance between the necessity for a robust 

model performance and the practical considerations of fitting time and computational resources.  

 
Fig. 5 Summary of hyperparameter search and results for various test data sets 
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Fig. 6 and Fig. 7 illustrate the iterative deployment of the ML pipeline designed to analyze three 

target days, utilizing temperature data from their preceding three NF-Days for training. The 

autofitting of the SARIMAX model is employed in this context. In Fig. 6, all three forecasted 

days are classified as NF-Days and subsequently appended to the NF-Day list, which is then 

utilized for further model fitting and refinement. Conversely, in Fig. 7, the algorithm effectively 

identifies F-Days, which are characterized by significant deviations from the expected behavioral 

patterns of the system. Such deviations may arise due to various factors, including faulty 

hydraulic configurations, suboptimal controller settings, inefficient pump operations, or adverse 

environmental conditions. While diagnosing these anomalies was beyond the scope of the 

current algorithm, it is critical to acknowledge that some deviations could be attributed to rapidly 

fluctuating global irradiation, often influenced by cloud cover dynamics. The complexity of 

SARIMAX model fitting underscores the necessity for rigorous evaluation and validation of the 

model's performance. Selecting appropriate training days is a critical step that requires expert 

judgment to ensure the representativeness and relevance of the data utilized. The expert selection 

process helps mitigate potential biases and enhances the model's capacity to generalize across 

different operational conditions. Future enhancements could involve implementing the algorithm 

primarily on days characterized by minimal cloud cover to reduce variability in the data. 

Additionally, adjusting the weights of exogenous variables within the SARIMAX model fitting 

could further improve the model's responsiveness to external influences. Furthermore, exploring 

alternative algorithms that better capture the effects of rapidly changing global irradiation 

remains a valuable avenue for future research, although it lies outside the current study's 

objectives. 

 
Fig. 6. Results for three iterations of the ML-Pipeline on non-cloudy days in August for plant ST4048 
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Fig. 7. Results for three iterations of the ML-Pipeline on cloudy days in June for plant ST4048 

 

For the quantification of the results, a confusion matrix was constructed for various tests, 

utilizing subsets of the entire data that predominantly contained NF-days, as identified by field 

experts. This approach was necessary since ground truth verification could not be conducted 

otherwise, and the datasets lacked a specific variable to decisively classify a day as either F-day 

or NF-day. 

The results, summarized below, reveal that the autotuned SARIMAX model underperformed 

when compared to the manually tuned model, which used fixed parameters across all iterations. 

The autotuned model tended to falsely identify more F-days, indicating higher rates of false 

positives, while the manually tuned model with fixed order exhibited better consistency and 

fewer misclassifications. This highlights the challenges in automating model tuning and the 

importance of expert input, particularly when ground truth data is not readily available for 

validation. 

 

 

 

 

 

 

 

 

65



 

 

 
Fig. 8. Confusion matrix results for various tests. Clockwise: (a) SARIMAX(1,1,1)(1,1,0)[144] for  

10 cloudy days, (b) Autotuned for 20 mixed days, (c) SARIMAX(1,1,1)(1,1,0)[144] for 20 cloudy days , 

(d) Autotuning for 10 cloudy days 

4 Conclusion 

This study has demonstrated the effectiveness of a SARIMAX-based framework for fault 

detection in solar thermal systems that uses minimal historical data while still providing reliable 

results. By incorporating solar irradiance and ambient temperature as exogenous variables, the 

proposed model successfully adapts to dynamic operating conditions with only three fault-free 

days required for training. This makes the solution scalable and applicable to installations where 

limited data is available after commissioning. 

Automated model updating through a machine learning pipeline further enhances the system's 

ability to adapt to changing conditions with minimal recalibration. This lays the groundwork for 

practical applications not only in solar thermal systems, but also in broader systems such as heat 

pumps and district heating, which can benefit from this streamlined approach. 

Future work should focus on extending the framework to other heating systems, including more 

diverse test environments, refining the accuracy of error detection, and incorporating additional 

exogenous factors such as collector orientation and refined weather data filters. The results of 

this study highlight the potential for a scalable, low-data solution to monitor and optimize 

building heating systems, contributing to their overall efficiency and reliability. 
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Abstract.  

This paper presents the new X-Quality conceptional framework, that applies 

Artificial Intelligence (AI) to contribute to the improvement of quality assurance 

and troubleshooting in manufacturing. The goal is to identify and resolve quality 

issues effectively using AI techniques, applying Explainable AI (XAI) and stream 

reasoning to ensure transparency and comprehensibility to find causes for 

predicted quality defects. There are mainly three approaches of the framework 

described, that are tackling typical industry challenges. The first approach 

combines Long Short-Term Memory (LSTM) and Convolutional Neural Network 

(CNN) for time series quality prediction with SHApley Additive exPlanations 

(SHAP) to explain the LSTM-CNN. The second method combines Machine 

Learning (ML) and Fault Tree Analysis (FTA) methods for comprehensive fault 

detection and analysis. The third technique applies semantic reasoning for real-

time contextualization and root cause identification. 

Keywords: AI; Machine Learning; XAI; Time Series; Root Cause Analysis; Fault 

Tree Analysis; Stream Reasoning; Ontology; Quality Assurance; Manufacturing 

1 Introduction 

In the present globalized economic era, industry competition demands continuous 

quality and reliability. Monitoring manufacturing processes is essential to prevent 

failures and maintain product quality. Artificial Intelligence (AI) enhances quality 

assurance by automating tasks traditionally handled by humans, using Machine 

Learning (ML) and Deep Learning (DL) to improve accuracy and consistency in defect 

detection [1]. Traditional troubleshooting methods like Root Cause Analysis (RCA) are 

extended by AI techniques to analyze vast amounts of data from multiple sources, 

improving defect detection and prediction [2]. For the stable deployment of AI-based 

systems and their acceptance by experts and regulators, it is crucial that the decisions 

and results produced by these systems are comprehensible, interpretable, and 

transparent, in other words, “Explainable” [3]. 

Our work aims to leverage AI techniques to enhance quality assurance and 

troubleshooting processes in various industries by developing methods for precise 

defect detection, predictive maintenance, and effective RCA. 
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The rest of this paper is organized as follows. Section 2 presents the related work, 

discussing previous research and approaches relevant to our study. Section 

3 introduces the proposed X-Quality conceptional framework, and section 4 details the 

approaches that are integrated within this framework. Section 5 provides a critical 

discussion, evaluating the strengths and challenges of this framework and provides an 

outlook for future work. Finally, Section 6 concludes this paper. 

2 Related Work 

Recent research in quality assurance and troubleshooting in manufacturing has 

increasingly turned to AI and data-driven approaches. This section reviews related 

works that explore these approaches. While many works focus on automation, 

predictive capabilities, and explanations, our X-Quality conceptional framework 

focuses on a holistic view of the production line for a more comprehensive 

explainability and traceability of quality issues to determine the causes of the 

occurrences. 

Several studies have explored AI-driven approaches for quality assurance in 

manufacturing, addressing challenges like data complexity, lack of transparency, and 

adaptability. The work [4] reviews these challenges and proposes a functional 

software architecture using Automated ML (AutoML) for automated model training and 

advanced data preparation to handle diverse data sources. Similarly, the study [5] 

focuses on the potential of ML and DL techniques for predictive quality, clustering 

existing methods by manufacturing processes, data sources, and ML methods. [6] 

proposes the Hybrid Digitization Approach to Process Improvement (HyDAPI) 

methodology that utilizes key elements of the Six Sigma Define-Measure-Analyse-

Improve-Control (DMAIC) and the CRoss-Industry Standard Process for Data Mining 

(CRISP-DM) methodologies to enhance decision-making and operational efficiency. 

[7] and [8] address the need for transparency through eXplainable AI (XAI), using 

various XAI techniques to enhance transparency of ML models and improve 

preventive maintenance. 

While these studies contribute valuable insights into AI applications for quality 

assurance in manufacturing, our X-Quality conceptional framework differentiates by 

integrating inductive and deductive AI, XAI, and expert knowledge across multiple 

production stages. Unlike [4], who emphasizes automation, or [7], who focus on 

improving transparency of ML models, our approach provides a more holistic 

perspective. By using ontology-based analysis, it enables more effective RCA and 

proactive actions, in order to prevent quality issues throughout the entire 

manufacturing workflow. 

3 X-Quality Conceptional Framework 

In multi-stage manufacturing processes, such as milling, grinding, and assembly, 

various operational parameters, such as cutting conditions, tool wear, and surface 

quality, must be monitored. Failures at one process can propagate, affecting 

subsequent processes and the final product. The X-Quality conceptional framework 

provides a more comprehensive view of the manufacturing workflow by monitoring 

data across multiple processes rather than focusing on a single manufacturing 
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process, enabling the system to identify final product issues and trace them back to 

the process where the deviation occurred. 

In traditional manufacturing production lines, each operator does manual inspection at 

their respective machine (milling, grinding, assembly) and a quality manager 

supervises the overall production process for total quality control (Figure 1a). In the X-

Quality conceptional framework (Figure 1b) from each machine, data is collected and 

different AI/XAI methods are applied to the collected data, in order to predict the 

quality after the manufacturing process and additionally provide the explanation for the 

prediction for the corresponding operator. Data streams, predictions and explanations 

are used to enrich an ontology. When a quality issue is predicted, the ontology is used 

to trace the root cause by linking machine failures to the quality issue. The quality 

manager supervises the entire manufacturing process using this ontology. This allows 

the quality manager to take proactive steps to maintain the overall quality of the 

production line, ensuring more effective quality assurance and troubleshooting in 

manufacturing. For example, if a defect, like a misaligned component, is detected in 

the assembly stage, the system can trace this issue back through the earlier 

processes, identifying that the problem arises from surface roughness during milling 

due to excessive tool wear. By taking proactive actions, such as replacing worn tools, 

similar defects can be prevented from occurring in future production cycles. 

 

 
Figure 1: X-Quality Conceptional Framework 

4 Three Approaches for X-Quality Conceptional Framework 

The following sections introduce the approaches that are integrated in the X-Quality 

conceptional framework. 

 
  

71



 

 

4.1  Time Series Data used for Quality Prediction 

To predict product quality using time series sensor data, DL models such as Long 

Short-Term Memory (LSTM) and Convolutional Neural Network (CNN) are commonly 

employed due to their ability to handle this type of data effectively. Combining these 

models can leverage their complementary strengths. CNNs reduce the dimensionality 

of the input data while capturing spatial features, whereas LSTMs excel at capturing 

temporal dependencies, leading to more accurate predictions of product quality.  

The proposed model is expected to yield strong results in estimating product quality. 

However, like most DL models, it suffers from the "black box" nature, making its 

decision-making process difficult to interpret. To address the lack of transparency, a 

well-known post-hoc explanation model, named SHapley Additive exPlanations 

(SHAP) [9] is incorporated, which provides explanations in the form of relative 

importance values, being commonly referred to as SHAP scores. These scores 

highlight the features that most influence the model's predictions and reveal how each 

feature contributes to the final output. This enhances the interpretability of the model 

while maintaining its predictive power. 

The important scores provided by the SHAP library will be used to select the features 

that most affect the prediction of our model. These features associated with their 

SHAP values that provide a link between the input and output, will be used as input to 

a Multidimensional Matrix Profile (MMP) [10] that allows to identify numerous 

structural elements within time series data, such as repeated behaviors, known as 

motifs, as well as anomalies, referred to as discords.  

Our focus is on identifying discords which must appear simultaneously in both time 

series, named as natural anomalies, and represent data points that are most different 

among all the time series. Notably, the model is able to capture and explain these 

irregularities that correspond to product quality loss. The architecture of the proposed 

method is illustrated in Figure 2. 

 
Figure 2: Quality prediction model with explainability for time series data 
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4.2  Combination of Artificial Intelligence and Fault Tree Analysis 

The approach combines AI, specifically ML models, with Fault Tree Analysis (FTA) to 

enhance the prediction and understanding of system failures. ML models predict the 

probabilities of Basic Events (BEs) in a fault tree, which are then used to calculate the 

likelihood of the Top Event (TE). This enables the identification of underlying failure 

causes. The deductive structure of fault trees helps to determine the TE, thereby 

enhancing the explainability of the TE predictions. 

Figure 3 illustrates the implementation of this approach. To implement this approach, 

an expert first constructs a fault tree based on their domain knowledge. ML models 

are then trained to predict the probabilities of the BEs within this fault tree. Once these 

probabilities are obtained, FTA is used to determine whether the TE will occur. If the 

TE is predicted to occur, the system can analyze the fault tree to explain which BEs or 

combinations of BEs are responsible for triggering the TE. Furthermore, it can provide 

recommendations on which BEs should be mitigated or eliminated to prevent the 

occurrence of the TE, offering actionable insights to improve system reliability. 

The proposed approach offers several potentials, particularly in the context of 

explainability and understandability in the manufacturing domain. One strength is the 

ability of this approach to provide an explainable occurrence of the TE. Since fault 

trees are a well-established method in the industry for representing the logical 

relationships between different system states, stakeholders in manufacturing are more 

familiar with this explanation. This familiarity enhances the understanding in the 

prediction and makes the explanation more intuitive for stakeholders in the 

manufacturing. This understanding provides a better decision-making and intervention 

in manufacturing processes. However, there are also limitations that has to be 

considered. While the occurrence of TEs can be explained, the occurrence of BEs 

remains opaque due to the "black box" nature of the DL models that are used to 

predict these events. This lack of transparency in DL models is a significant challenge, 

because it restricts our ability to fully understand and interpret the underlying 

mechanisms that lead to BE occurrences. Additionally, the construction of fault trees 

requires expert knowledge and is highly time-consuming. This dependency on domain 

experts not only limits the scalability of the approach but also increases the required 

resource. The need for expert involvement in developing, refining, and validating fault 

trees can create bottlenecks, particularly in dynamic or rapidly evolving manufacturing 

environments where quick adaptation is crucial.  

 
Figure 3: Combining ML with FTA for explainable TE occurrence 
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4.3  Stream Reasoning 

Stream Reasoning is used to continuously query heterogeneous data streams from 

multiple sources in real time and apply logical reasoning to the data. The aim is to 

detect situations associated to quality problems in finished products and to understand 

the causes that lead to them. During the process, an ontology is populated to contain 

all the collected information to reason about the detected situations and causes.  

To apply this approach in manufacturing, it is necessary to define the constraints that 

apply to the machines and products in question. This will enable the identification and 

categorization of abnormal situations. A constraint represents a rule on a property of a 

machine or a product and a situation is composed of sets of constraints. Defined 

constraints and situations are added into the ontology to support querying and 

detection. The ontology contains information on machines and sensors used in the 

production line. Indeed, as each query is composed of constraints representing one 

situation, numerous references are made to the ontology to obtain links between 

machines, sensors and values. Once an abnormal situation is detected, the ontology 

is updated with the related constraint values, sensor and machine or product. As 

quality issues are often from machine-related causes, identifying the origin of the 

problem is essential. Reasoning over the ontology helps trace quality issues back to 

the initial machine failures, providing insights into the root cause of the problem. 

Since the input data is not formatted for use in an ontology, it is transformed into W3C 

standards such as Resource Description Framework (RDF). These statements 

exchange data on the web as triples: subject-predicate-object [11]. RDF statements 

can be combined into a dataset which can be queried using a query language such as 

SPARQL [12]. A SPARQL query is a tuple composed of a SPARQL algebra 

expression, an RDF dataset and a query form. As the data must be continuously 

treated in real time, it is therefore processed as streaming data. RDF streams, which 

are unbounded sequences of timestamped RDF statements, are used for this 

purpose.   

The goal is to contextualize data streams composed of raw data and prediction results 

and explanations from predictive models (see Figure 4). Data processed by these 

models is collected and used in a Stream Generator to create RDF streams, which are 

continuously queried with a Stream Reasoner for pertinent information. An ontology 

containing expert knowledge is used to contextualize the streams. Since streaming 

data cannot be queried directly, the streams are parsed into finite pieces using time 

windows. A time window is defined by two-time stamps, such that any event within 

that interval is included in it [13]. To select a stream piece, the time window uses the 

timestamp of the events. Once parsed, streams can be queried like static data. 

 
Figure 4: Quality issue detection with stream reasoning 
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5 Critical Discussion 

The X-Quality conceptional framework presents a holistic approach to integrate 

inductive and deductive AI,  XAI, and expert knowledge to improve quality prediction 

and RCA in manufacturing. However, several considerations arise when evaluating 

the framework, particularly in terms of practical deployment, scalability, and 

maintainability in real-world environments. 

One of the key strengths of the X-Quality conceptional framework is its comprehensive 

integration of various methods. By using different AI/XAI methods for time series data, 

FTA, and stream reasoning, the framework is able to effectively address predictive 

maintenance, defect detection, and RCA. This approach ensures that the framework 

not only forecasts or detects potential issues but also provides actionable explanations 

and contextual insights, allowing operators and the quality manager to make informed 

decisions. This enhances both the product quality and the process reliability. Another 

strength of this framework is its adaptive capability, which is enabled by the use of 

stream reasoning. This enables the framework to continuously update the system 

based on data streams and to respond to changes in machine conditions or product 

quality. A further strength is the ontology that capitalizes expert knowledge to provide 

a structured formal model of the manufacturing environment. The ontology establishes 

a meaningful relationship between different machines or products, sensors, and 

related constraint values, enabling contextualized analysis and RCA. 

Despite its strengths, the framework faces several challenges, particularly in terms of 

scalability and maintainability. The integration of this framework to larger 

manufacturing plants that provide high-frequency data streams, requires high 

computational resources. Moreover, the ontology requires continuous updates to 

remain relevant as machine configurations, sensor types, and production lines evolve. 

This maintenance and updating of the ontology present another significant challenge. 

In dynamic manufacturing environments the need for regular updates could become a 

bottleneck, since it requires expert dependence. Another challenge is to provide 

heterogeneous data streams, because they are coming from various sources and 

could also be perturbed by noise. A further potential challenge is the interpretability of 

the explanations provided by the framework, because the explanations may still be 

complex or difficult for operators or the quality manager to interpret. 

Future work should focus on improving scalability by automating ontology updates to 

reduce the expert dependence, and improving the interpretability and 

comprehensibility of the explanations provided by the framework. Developing efficient 

methods for processing high-frequency data and simplifying complex outputs will be 

essential for real-world deployment in dynamic manufacturing environments. 

6 Conclusion 

In conclusion, the X-Quality conceptional framework combines machine data with AI 

and XAI methods to predict future quality issues and trace potential failures back to 

their root causes. By offering transparent explanations for these predictions, the 

system enables operators and the quality manager to understand and address the 

root causes of defects and thus provide more effective quality assurance and 

troubleshooting in manufacturing. This data-driven approach reduces downtime, 

75



 

 

improves operational efficiency, and contribute to cost reduction, leading to better 

product quality and more reliable production processes. 
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Abstract. We propose a machine learning based approach for identifying iner-
tia parameters of robotic systems. We evaluate the method in simulation and
compare it against classical methods. Specifically, we implement parameter iden-
tification based on numerical optimization and test it using ground truth data. For
a case study, we set up a physical simulation of a four-degree-of-freedom robot
arm, formulating the problem with Newton-Euler equations as opposed to the
conventional Lagrangian formulation at the joint level. Additionally, we derive a
test methodology for assessing various Artificial Neural Network architectures.

Keywords: Inertia parameters identification, robotics, numerical optimization,
Newton-Euler, Neural Networks

1 Introduction

Inertia parameter identification is essential in robotics for precise motion planning and
control [1]. The actual inertia parameters of robots often deviate from those predicted
by CAD models due to unmodeled components, production tolerances, or modifications
introduced during manufacturing [2]. Several methods have been proposed for inertia pa-
rameter identification, as reviewed by Leboutet et al. [3]. The most widely used approach
involves modeling the system with an inverse dynamic model, measuring joint torques,
and using motor encoder signals to obtain the system’s kinematic parameters at specific
time points while the robot follows an excitation trajectory.

Traditionally, the equations of motion (EOM) are derived from the Lagrangian for-
mulation, yields linear equations in terms of kinematic parameters (angular position,
velocity, and acceleration) at the joint level. However, this method depends heavily on
motor encoder signals to estimate dynamic parameters, making it susceptible to noise and
errors from numerical differentiation when calculating joint velocities and accelerations.
Additionally, the conventional approach relies on torque values from the joint motors,
which are often indirectly measured via electrical current and voltage. Since direct torque
measurements are often unavailable, accounting for nonlinear friction, thermal losses, and
electromagnetic effects becomes challenging, limiting the practical application of these
measurements in real-world scenarios [1].

2 Background

In the context of inertia parameter identification for a multi body-system of n rigid links
connected by actuated rotational joints, the classical approach utilizes the Lagrangian
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formalism to construct an inverse dynamic model. This model is represented by a set of
n equations for the generalized forces — specifically the joint torques (τi, i = 0..n) of the
joints connecting the links:

τ (t) = fi(qi(t), q̇i(t), q̈i(t)), (1)

This equation can be expressed as a direct relationship between the system’s kinematic
parameters Y(qi(t), q̇i(t), q̈i(t)) and the inertia parameters of the system θ:

τ (t) = Y(qi(t), q̇i(t), q̈i(t))θ, (2)

with i=0..n. Here θ represents the ten unknown inertia parameters for each link.
These parameters are comprised by the mass mi, the three first moments (mass times
the center of mass vector) m · rcom[x|y|z],i and the six components of the inertia tensor
for each of the n-links. The first moments thereby represent a nonlinear relation between
the masses and center of mass vectors of the links. The first moments introduce a non-
linear relationship between the mass and the center of mass vectors of the links, making
inertia parameter optimization an inherently nonlinear problem. Additionally, selecting
appropriate excitation trajectories poses another challenge, as it presents an optimization
problem in itself, as discussed by Lee et al. [4]. For serial robotic systems, such as robotic
arms, issues related to non-, low-, or linked-observability of certain inertia parameters
can arise, depending on the system’s kinematics and excitation. This may result from in-
adequate excitation or from the nonlinear relationship between the first moments and the
weak influence of the off-diagonal elements of the inertia tensor, depending on the robot’s
configuration [5]. Furthermore, the single-axis actuation of the initial links reduces the
system’s ability to observe dynamic effects such as Coriolis and centrifugal forces, which
are critical for estimating the complete set of inertia parameters. As a result, parameters
like the off-diagonal inertia tensor components Ixy, Ixz, Iyz and certain components of
the center of mass vectors rcom often remain unidentifiable [5].

3 Methodology

In contrast to the traditional approach, we propose using the Newton-Euler equations
in an inertial frame, leveraging direct measurements of angular velocities and accelera-
tions with a newly developed sensor concept at Offenburg University [6, 7]. Additionally,
we employ an external force-torque measurement unit mounted at the robot’s base to
measure the total forces and moments resulting from the system’s motion on the robot’s
fixture. By directly measuring both the kinematic parameters and the reaction forces
and moments at the robot’s base, we eliminate the need to model complex joint-motor
interactions, such as nonlinear friction. This approach also avoids the requirement for
numerical differentiation or integration of sensor data. The Newton-Euler equations can
be derived using either the recursive Newton-Euler Algorithm or the general formulation
in a non-inertial frame for a multi-body system, as described by Giessler et al. [8, 7]. The
resulting equations describe the relationship between the motion of the entire system
and the resulting forces and moments at the robot’s base, rather than the traditional
equations of motion (EOM) on joint level.

This approach yields a set of six equations for any given time, compared to the n

equations produced by the EOM at the joint level, where n equals the number of joints
in the robot. Similar to the Lagrangian formulation, these equations place the forces and
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moments on the left-hand side, while the right-hand side contains a function representing
the interaction between the system’s kinematics and inertia parameters [9].

F ext = ξ(qi(t), q̇i(t), q̈i(t))θ, (3)

M ext = φ(qi(t), q̇i(t), q̈i(t))θ, (4)

where Fext represents the three external forces and Mext represents the three moments
measured by the force-torque sensor.

Our contribution consists of two distinct solutions: first, classical numerical opti-
mization; and second, the exploration and development of a machine learning approach
employing neural networks. Both methods are evaluated on a synthetic ground-truth
dataset, which includes inertia parameters and dynamic states (excitation frames) for
various robotic configurations. Using the Newton-Euler equations, we compute the reac-
tion forces and moments corresponding to the movements of a robot configuration.

We perform numerical optimization using solvers for both nonlinear and linearized
problems, with the optimization results serving as benchmarks for our artificial intelli-
gence (AI) methods. The AI approach is based on various fully connected feed-forward
neural network architectures, which are systematically tested in different configurations.
Additionally, we designed a more sophisticated AI approach using Siamese network archi-
tectures. Finally, we tested a custom loss function that incorporates physical constraints
by embedding the analytical equations of the system into the loss function.

3.1 Data Generation

Identifying the inertia parameters of the initial links – such as the base and shoulder
– in robotic arms, particularly serial manipulators, presents a specific challenge. These
links are typically actuated along only a single axis, resulting in limited excitation of
the system’s dynamics. This limitation makes it difficult to fully excite the degrees of
freedom necessary for identifying all inertia parameters, especially the off-diagonal terms
of the inertia tensor and the components of the center of mass vector.

In this work, we use the four link, four degrees-of-freedom robotic arm of the humanoid
robot Sweaty from Offenburg University as a case study to evaluate the presented ap-
proaches. For this robotic arm, we take the inertia parameters of the first two links from
the CAD drawings as given base values, which we do not attempt to estimate since the
first two segments are not fully actuated. We focus on the remaining two links, after
the third joint, to test the outlined strategies. Consequently, there are twenty unknown
inertia parameters in the system that we aim to estimate.

As a first step, we formulate the Newton-Euler equations for this system. For the
proposed method, it is not necessary to generate physically sensible excitation trajectories
since the approach relies on directly measuring all system-relevant information at a given
point in time – without the need for numerical differentiation and is currently confined
to simulation. While this may lead to suboptimal excitation, it significantly simplifies the
data generation process.

The generated data include measurements of angular positions, velocities, and accel-
erations. Additionally, the generated inertia parameters are checked against boundary
constraints to ensure their validity in comparison to real life robots. In particular, we
verify that the inertia tensor is positive definite, which is a crucial prerequisite for any
real physical inertia tensor.
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To generate the data, we first prepared kinematic parameter sets representing phys-
ically sensible motions, as well as arbitrary inertia parameter sets for different robotic
arm configurations. Our aim was to train the model on varying robot arm configurations
to achieve abstraction capabilities and to have multiple datasets for testing the numeri-
cal optimization. To this end, we identified boundaries for the kinematic parameters to
define the range of values they can take during normal operations of the robotic arm.
Furthermore, we used the inertia parameters of the last two links of the arm, collected
from the CAD drawings, as base values to create randomly sampled robot configurations.

We decided to generate the data separately and not as part of the training process
of the networks – firstly, to save time during training, and secondly, to be able to use
the same dataset for the numerical optimization approach. After generating one hundred
different inertia parameter sets for each of the two links in question, we applied a full
factorial combination of these sets to generate a total of ten thousand unique robot config-
urations. Each configuration was paired with one hundred randomly generated kinematic
parameter sets to create one hundred excitation trajectory frames for each robot con-
figuration. Using the previously derived Newton-Euler equations, we then calculated the
instantaneous reaction forces and moments for each of the excitation frames.

3.2 Numerical Optimization

For each frame, there are twenty unknown inertia parameters to be estimated but only
six equations. To obtain a reasonable estimate for the parameters, we need at least four
such observations to have a total of twenty-four equations. For the experiments, we used
MATLAB’s lsqnonlin (least squares nonlinear) solver function to estimate the parame-
ters, treating the first moments as separate constituting parameters – this represents the
nonlinear problem. Afterwards, we combined the first moments (the linearized problem)
and performed the estimation using the lsqlin (least squares linear) solver function –
treating the first moments as individual atomic parameters.

3.3 Machine learning setup

For the machine learning setup, we used the generated ground-truth data to train different
model architectures for this regression problem.

Our work can be divided into multiple iterative steps. Initially, we designed the sim-
plest feed-forward neural network possible for this data. We used only one frame at a
time, resulting in twelve measured kinematic parameter values – the angular positions,
velocities, and accelerations of all four joints –and six parameter values for the reaction
forces and moments, totaling eighteen input parameters X.

Since we aim to estimate the inertia parameters of the last two links of the sequential
robotic arm, we try to estimate a combined twenty output values y. In this first step,
we aimed to test whether the overall setup is functional and capable of learning the
underlying data distribution. To evaluate this, we selected only ten of the generated
robot configurations to limit the training time. As shown in Figure 1, the simple neural
network structure has a single hidden layer.

After testing this network, we expanded the network architecture by adding additional
layers and neurons per layer, as well as exploring different overall shapes of the studied
networks. In addition, we tested different activation functions.

To explore the impact of network depth and width on the performance, we evaluated
several architectures. We expanded our set of neural networks to include the following
configurations:
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Fig. 1. A simple neural network structure with one hidden layer. The diagram shows an input
layer with 18 inputs, a hidden layer with 20 neurons, and an output layer with 20 output values.

– Deeper Networks: Networks with increased numbers of hidden layers (L):

• L = 8
• L = 12
• L = 16

– Wider Networks: Networks where each hidden layer has a width (W ) that is a
multiple of the number of desired outputs (Nout):

• W = k ×Nout, where k ∈ {1, 2, 4, 8, 16}

– Funnel-Shaped Network: A network with 6 hidden layers where the number of
neurons decreases in each layer:

• Layer widths: [64, 32, 16, 8, 4, 2]

This is summarized in Table 1.

Table 1. Extended Neural Network Architectures with Various Depths and Widths

Network Description Hidden
Layers (L)

Width
Factor (k)

Layer Width (W )

Network 1 Baseline width 8 1 W = Nout

Network 2 Double width 8 2 W = 2×Nout

Network 3 Increased depth 12 1 W = Nout

Network 4 Further increased depth 16 1 W = Nout

Network 5 Quadruple width 8 4 W = 4×Nout

Network 6 Octuple width 8 8 W = 8×Nout

Network 7 Sixteen times width 8 16 W = 16×Nout

Funnel Network Decreasing layer sizes 6 Variable
W = [64, 32,
16, 8, 4, 2]

Building upon those experiments, we expanded the network structure to simultane-
ously receive multiple excitation frames of the same robot configuration as inputs – an
approach inspired by the numerical optimization method. As a variation of this tech-
nique, we also implemented Siamese Networks. The key characteristic of Siamese Neural
Networks is the use of two identical neural networks that share the same architecture
and weights [10]. These subnetworks process different inputs in parallel, but because they

81



share the same weights, the overall network is more directly inclined to find outputs that
satisfy all given input combinations simultaneously, which is particularly beneficial in our
case where the expected output for one robot configuration is an identical set of inertia
parameters. Lastly, we attempted to integrate the symbolically formulated Newton-Euler
equations into the loss function of the networks, in an effort to create a physics-inspired
neural network.

Custom Loss Function for Physics-Inspired Neural Networks. To integrate phys-
ical consistency into the neural network training, we designed a custom loss function that
combines the prediction error of the inertia parameters with the discrepancy in reaction
forces and moments computed via the Newton-Euler equations. The loss function is de-
fined as:

L(θ̂) = α ·
1

n

n
∑

i=1

(

θ̂i − θtrue

i

)2

+ β ·
1

N

N
∑

j=1

∥

∥

∥
R(j)

meas −Ψ(j)θ̂

∥

∥

∥

2

, (5)

where:

– θ̂ is the vector of predicted inertia parameters (outputs of the neural network).

– θtrue

i is the i-th ground truth inertia parameter.

– n is the total number of inertia parameters.

– N is the number of excitation frames.

– R
(j)
meas =

[

F
(j)
meas

M
(j)
meas

]

is the vector of measured reaction forces and moments for the

j-th excitation frame.

– Ψ(j) =

[

ξ(j)

φ(j)

]

is the regressor matrix derived from the Newton-Euler equations for

the j-th excitation frame.

– α and β are weighting coefficients that balance the importance of the two terms.

In this formulation the first term represents the Mean Squared Error (MSE) be-
tween the predicted inertia parameters and the ground truth parameters. The second
term, penalizes the discrepancy between the predicted and measured reaction forces and
moments, ensuring that the predicted inertia parameters lead to physically consistent
behavior according to the Newton-Euler equations.

By minimizing this loss function, the neural network adjusts θ̂ to not only match
the ground truth inertia parameters but also to ensure that these parameters result in
reaction forces and moments that align with the physical measurements.

The functions ξ(j) and φ(j) represent the contributions of the kinematic states to
the reaction forces and moments, respectively, and are derived from the Newton-Euler
equations for the j-th excitation frame. This form of the loss function emphasizes the
importance of the predicted inertia parameters in reproducing the measured reaction
forces and moments according to the Newton-Euler equations, thus ensuring physical
plausibility.

For the exploration of the networks we constricted the training on a selection of three-
thousand of the ten-thousand generated robot configurations, and trained the models for
at least one-hundred epochs each, to limit training time.
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4 Results

The results of the classical optimization demonstrated that the masses and the center of
mass vector values could be correctly identified by this approach for both the linearized
and nonlinear problem formulations. The linearized problem could also identify all other
parameters correctly, whereas the nonlinear solver produced a wide range of accuracies –
between approximately 50% and 95% – for the remaining parameters (inertia entries), de-
pending on the selected robot configuration and especially the selected excitation frames.
The iterative exploration of neural network architectures revealed varying degrees of ef-
fectiveness among the examined models. A variety of different network architectures
were trained using various scaling methods and activation functions, with performance
assessed through training loss and prediction accuracy. Under otherwise identical con-
straints, the tanh activation function, the robust scaler, and the SGD optimizer produced
the most promising results for the given architectures. Despite extensive testing, the AI-
based methods struggled to achieve the precision of classical numerical optimization,
given the limited training time and data used to explore the presented network architec-
tures. Although the approach of a physics-inspired neural network worked in principle, it
led to unmanageable and impractical training times. This was because TensorFlow could
not sufficiently optimize the backpropagation step for the custom loss function, which
prevented us from performing this attempt with the limited processing power available
at the time. In this preliminary exploration, the most promising result was produced by
the Siamese network with eight hidden layers and a width factor of eight. However, it
still could not approach the performance of the numerical optimization approach.

5 Conclusions

Our findings underscore the potential of combining direct dynamic measurements with
numerical optimization and machine learning methods for inertia parameter identifica-
tion. The performance of the studied neural networks, compared to numerical solvers,
reveals both their limitations and their potential when training time is extended and the
dataset is expanded. Since the influence of noisy sensor data was not studied in this work,
this remains an important area for future research. Incorporating noisy data could pro-
vide a more relevant and realistic use case, where a well-designed model can demonstrate
its generalization and robustness capabilities.
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Abstract. Urban geothermal energy production plays a critical role in achieving
global climate objectives. However, drilling operations in densely populated areas
generate significant noise pollution, posing challenges to community acceptance
and regulatory compliance. This research presents an artificial intelligence-driven
approach to dynamically reduce noise emissions during geothermal drilling. We
integrate Deep Reinforcement Learning (DRL) with generative neural network
models to provide real-time recommendations for optimal drilling parameters.
Specifically, the Drill-LSTM model forecasts future machine states, while the
Sound-GAN framework predicts sound propagation based on varying operational
conditions. These models feed into a DRL-Agent that learns to balance drilling
efficiency with noise minimization. Additionally, an interactive assistance system
GUI presents predictions, forecasts, and recommendations to human operators,
facilitating informed decision-making. Our system demonstrates significant poten-
tial in reducing noise levels, enhancing operational efficiency, and fostering greater
acceptance of urban geothermal projects. Future work will focus on refining the
models and validating the system in real-world drilling scenarios.

Keywords: Geothermal Drilling, Noise Reduction, Deep Reinforcement Learn-
ing, Generative Models, AI-Assisted Control

1 Introduction

Urban geothermal energy production is increasingly recognized as a pivotal component
in achieving global climate goals. However, the deployment of geothermal technology in
urban areas is not without challenges, particularly the significant noise pollution gen-
erated during drilling processes. Current methods for mitigating this issue are largely
manual and often inadequate for maintaining noise levels within legal urban limits. In
densely populated areas, continuous deep drilling operations required for geothermal en-
ergy can severely disrupt local communities. Legal requirements often cap noise levels at
35dB during nighttime, posing a substantial challenge given the 24/7 operational needs of
these projects. Current solutions, including temporal shifting of operations and physical
barriers, provide limited relief.

This research introduces an application of artificial intelligence to overcome the con-
straints of traditional noise reduction techniques in geothermal drilling. By integrating
Deep Reinforcement Learning (DRL) with generative neural network models, we dynam-
ically suggest drilling parameters based on continuous feedback. Our system utilizes two
models trained on real-world data: one forecasting noise outcomes and the other pre-
dicting drilling scenarios. A DRL model uses these simulations to learn optimal drilling
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strategies that minimize noise while maintaining drilling efficiency. The system’s perfor-
mance is planned to be further refined through real-world application, aiming to ensure
its effectiveness across various urban geothermal sites.

Fig. 1: Architecture of the AI models during the development stages Test Mode, Simula-
tion and Live Operation.

Implementation Prototypes: The project is structured into three distinct prototypes,
each illustrated in Figure 1. In Test Mode, generative models simulate sound propagation,
drilling rig behaviour and predict drilling progress from specific states and commands.
In the Simulation phase, a DRL model uses input from generative models to learn the
control of the simulated drilling rig through reinforcements to provide operation rec-
ommendations, which then are validated against real-world scenarios. Finally, in Live

Operation, the DRL system operates as an assistant that recommends strategic control
changes during the drilling process. The human operators stay in control, providing over-
sight and evaluating AI-recommended commands. The system will be further improved
by continuously learning from actual data and human feedback.

2 Related Work

Generative models for complex physical problems. Integrating physical princi-
ples into generative models is a rapidly advancing field. Models such as PUGAN [1]
and FEM-GAN [2] have successfully merged GANs with physical modeling, enhancing
performance in environments governed by complex physical laws. Physics-guided GANs
have notably improved efficiency and precision in areas like fluid dynamics and structural
system identification by incorporating physics-based loss functions and simulations [3, 4].
Additionally, machine learning has made significant strides in understanding and pre-
dicting physical interactions, as demonstrated by models that grasp the dynamics of
block towers beyond simple memorization [5], applications such as fall detection through
body part tracking [6], and the generation of physically plausible human animations [7].
Furthermore, physics-guided AI approaches, including grey-box models, have effectively
incorporated physical laws into model training, enhancing performance and reliability [8,
9].
Generative models and deep reinforcement learning. Integrating generative mod-
els with deep reinforcement learning was first introduced by [10] with a case study in
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the domain of near-field/far-field communication. This work mentions how generative
AI could improve deep reinforcement learning considering data and policy. Simulating
DRL environments of real-world scenarios with generative models could open up more
applications for DRL.

3 Assistance System

The predictions, forecasts and recommendations of the developed models are presented
to the driller in a continuously updated assistance system GUI. Figure 2 shows a Demo
of the application appearance. The interface is separated into three areas, the status area
(top), the analysis area (middle) and the recommendation area (bottom). The status
area displays the two most important indicators: the rate of penetration and the sound
level. This allows a quick overview on the current state. The analysis area shows the
historical, the current and forecast trends of the monitoring variables. These dataplots
help to explain a given recommendation to adjust the current machine control parameters
and assists the driller in the decision to apply the recommendation or to decline. In
particular, it shows the forecast of the machine behaviour with and without accepting
the recommendation. The recommendation area displays new control recommendations
given by the deep reinforcement learning agent and also allows to give feedback on their
quality. A central middleware retrieves the machine data, preprocesses them for the
various models, awaits results and synchronously sends updates to the UI.

Fig. 2: Assistance system GUI Mockup

4 Drill-LSTM

Accurate prediction of machine states is vital for informed decision-making in drilling
operations. The Drill-LSTM model serves as the foundational component for simulating
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machine behaviour, enabling the DRL agent to understand and anticipate the outcomes
of various control actions. In this study, we used a sequence-to-sequence encoder-decoder
Long Short-Term Memory (LSTM) network, to predict future machine states based on
defined action features. Our dataset comprises about 700 features collected throughout
the entire drilling procedure, with one feature intentionally shifted to represent human
actions that control machine behaviour. The training dataset encompasses one month of
drilling operations, while the test dataset covers one week.

Data preprocessing involved standardizing the logging interval to a fixed 60-second
interval and normalizing features. For the forecasting task, the model was trained to
predict the next time step based on a defined history window, with current experiments
focusing on 1-step forecasting. The model was trained for 50 epochs using the Mean
Squared Error (MSE) loss.

Figure 3 visualizes the forecasting performance of the Drill-LSTM model on four
anonymised machine features. The model successfully captures general trends. These
results establish a foundation for future multi-step forecasting, which will require archi-
tectural enhancements to maintain prediction accuracy over longer horizons. The main
purpose of the forecasting model is to serve as a machine model for the assistance system,
enabling the prediction of future machine states based on potential user actions.

Fig. 3: Forecasting performance of the sequence-to-sequence LSTM model on four
anonymised machine features. The true machine parameter values (blue lines) are com-
pared with the predicted values (red lines) over the test dataset.

5 Sound-GAN

Understanding and predicting sound propagation is essential for mitigating noise pollu-
tion during drilling operations. The Sound-GAN framework leverages generative models
to efficiently simulate sound distribution, providing real-time feedback that the DRL
agent can use to recommend noise-reducing actions to human operators.
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Table 1: Model vs. Simulation Performance Comparison for Single Sample Processing.
The complex source is a single test sample for a more complex source with 28 descriptive
sound signal sources for the simulation, illustrating how the processing time increases
significantly with more complex signal sources. It is important to note that this analysis
may not provide a completely fair assessment from a theoretical perspective, as no efforts
were made to optimize the simulation codes for GPU execution.

Model - Condition Mean Runtime (s) Std. Dev. (s)

UNet 0.0126 0.0012
GAN 0.0095 0.0012
Diffusion 4.1560 0.0061

Simulation Single Source 186.2295 16.8491
- 3rd Order Reflections
Simulation Machine Setup 540.0000 -
- Complex Source

Simulation vs. Generative AI: Building on our previous work, where we evaluated
the effectiveness of generative models for predicting sound propagation [11], we generated
over 15,000 data samples using the NoiseModelling v4 framework [12], compliant with
CNOSSOS-EU standards [13]. Each sample was defined by unique drilling parameters.
This simulation data serves as the foundation for three different generative image-to-
image models: GANs based on [14], UNets [15] and DDPM diffusion models [16].
Generative models significantly outperform traditional sound propagation simulations in
processing speed, achieving up to a 50k factor improvement in runtime, with a mean
absolute error of 0.55 dB in their predictions.

Simulation Setup: The dataset for this study was generated using the Noise Modelling
Framework v4 [12], We systematically altered five key machine parameters, each rep-
resenting distinct components that influence the noise distribution around a stationary
drilling machine. The parameters were anonymised, with load values ranging from 1.0,
representing the maximum dB output of a component, to 0.5, indicating a -20 dB linear
reduction. Each simulation was based on the drilling machine’s fixed location and initial
noise measurements.

(a) Simulation with low load settings (b) Simulation with high load settings

Fig. 4: Comparison of simulated sound propagation maps under different machine set-
tings: (a) low load and (b) high load operational states.
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The final dataset comprises over 15,000 data points, each depicting a unique combina-
tion of machine settings while keeping the noise source stationary across all simulations.
Figure 4 provides a comparison of sound propagation maps under different operational
states, with (a) illustrating low load settings and (b) depicting high load settings, both
color-coded according to dB levels. This simulation setup allows the model to capture
how varying machine loads affect the spatial distribution of noise.

Sound Prediction Results: Building on this simulation setup, we evaluated the perfor-
mance of three models — UNet, GAN, and DDPM — in predicting sound propagation
from a fixed grayscale OpenStreetMap (OSM) input, where buildings are represented
by black pixels and open spaces by white pixels. The task was framed as a conditional
image-to-image translation, where each model received the same OSM image as input,
and the objective was to predict the interpolated sound distribution map based on the
machine parameter settings.

Each model architecture was trained for 50 epochs, with 20% of the dataset held
out for testing. The UNet and Diffusion models were trained using Mean Squared Error
(MSE) loss, while the GAN employed a combination of Binary Cross Entropy (BCE) loss
and L1 loss. The evaluation of the models was based on two key metrics: Mean Absolute
Error (MAE), which quantifies the average magnitude of prediction errors, and Weighted
Mean Absolute Percentage Error (wMAPE), which penalizes incorrect predictions behind
and inside of buildings.

Table 2: Evaluation of all architectures on the LoS and NLoS tasks using MAE and
wMAPE metrics.

Model LoS NLoS LoS NLoS
MAE wMAPE MAE MAE wMAPE wMAPE

UNet 0.70 12.78 0.58 0.85 5.32 21.87
GAN 0.48 3.42 0.32 0.68 1.93 5.24
DDPM 1.19 24.94 1.07 1.35 14.23 37.98

Results: The results of the evaluation are summarized in Table 2, which shows the
performance of each model for both Line of Sight (LoS) and Non-Line of Sight (NLoS)
regions. The GAN model consistently outperformed the other architectures, achieving the
lowest MAE and wMAPE scores in both LoS and NLoS conditions. To further analyze
the performance of the GAN model, we generated a heatmap of the wMAPE across the
test dataset, as shown in Figure 5. This heatmap provides a pixel-wise visualization of
the prediction error. The highest errors occur in NLoS areas.

In addition to the quantitative analysis, Figure 6 provides a visual comparison of the
predicted sound distributions from all three models for a single datapoint. The GAN
model shows the most accurate spatial distribution of sound. By contrast, the Diffusion
model exhibits larger deviations with visible over-prediction, especially around building
edges and occluded spaces.
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Fig. 5: Heatmap of the Mean Absolute Percentage Error (MAPE) over the entire dataset
for the UNet prediction.

Fig. 6: Comparison of predicted sound distributions for a single datapoint across three
models: UNet, GAN, and DDPM. The ground truth simulation is shown in the top left.
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6 DRL-Agent

Recommending beneficial control changes requires an effective control strategy. Deep
reinforcement learning will be utilized to train an agent to fulfill this task. Since training
on the real drilling machine is no reasonable option, a simulation of the machine (DRILL-
LSTM) is being developed to emulate the necessary machine behavior to train on. To be
able to monitor and react to the resulting noise of a machine state after applying control
changes on the simulated machine, a model named NOISE-GAN is being developed.
These two models build the prerequisite for developing a DRL-Agent, which is a part
of future work. The combination of generative models with deep reinforcement learning
is promising especially for domains where training an agent on the real machine is not
feasible.

The second crucial issue to approach is how to recommend control changes in a timely
manner that are processable by a human operator. A deep reinforcement agent usually
operates with a high frequency and has direct access to the environment to quickly react
to changes when necessary. Since the control of the drilling machine still depends on a
human operator to make the final decision, the drilling recommendations have to fulfill
special requirements. The recommendations have to be as sparse as possible to not annoy
or distract the driller but with the most impact within a reasonable timeframe. Current
recommendations have to be monitored to be dismissed if the elapsed time since occurring
or machine state changes turn them ineffective. The upcoming challenge is to produce
recommendations for humans based on a high frequency observing DRL-Agent.

7 Conclusions

In this work we have shown that the prediction of sound propagation can be sped up
by a factor of 50.000 when using generative AI models to do the prediction. This can be
used to effectively train a DRL model to efficiently - in the sense of speed and noise -
drill in urban areas. The so reduced sound emissions from geothermal drilling operations
will enhance community tolerance and broader acceptance of urban geothermal energy
projects. This contributes to the economic viability of such projects and their potential
impact on achieving climate targets. Integrating AI to control noise in geothermal drilling
presents a transformative solution to one of the most pressing challenges facing urban
renewable energy projects, promising not only to reduce noise pollution effectively but
also to streamline drilling operations. The advancements in generative AI could open
ways to solve optimization problems with DRL where training on the real environment
is not an option. In future work the practicality of the presented integration of DRL
and the simulated environment with generative AI will be tested on real world data.
Furthermore the efficiency of DRL as an assistance system in human processable speed
is yet to prove in a real world scenario.
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Abstract. Common challenges in fault diagnosis include the lack of labeled data
and the need to build models for each domain, resulting in many models that
require supervision. Transfer learning can help tackle these challenges by learning
cross-domain knowledge. Many approaches still require at least some labeled data
in the target domain, and often provide unexplainable results. To this end, we
propose a supervised transfer learning framework for fault diagnosis in wind tur-
bines that operates in an Anomaly-Space. This space was created using SCADA
data and vibration data and was built and provided to us by our research part-
ner. Data within the Anomaly-Space can be interpreted as anomaly scores for
each component in the wind turbine, making each value intuitive to understand.
We conducted cross-domain evaluation on the train set using popular supervised
classifiers like Random Forest, Light-Gradient-Boosting-Machines and Multilayer
Perceptron as metamodels for the diagnosis of bearing and sensor faults. The Mul-
tilayer Perceptron achieved the highest classification performance. This model was
then used for a final evaluation in our test set. The results show, that the pro-
posed framework is able to detect cross-domain faults in the test set with a high
degree of accuracy by using one single classifier, which is a significant asset to the
diagnostic team.

Keywords: Condition Monitoring, Wind Turbines, Anomaly Detection, Fault
Detection, Fault Diagnosis, Transfer Learning

1 Introduction

In Germany, electricity generated from wind turbines (WTs) makes up a large portion
of the total generated energy from renewable energy sources [1]. In order to increase
the total energy yield, it is very important to reduce total downtimes by monitoring
critical aspects of WTs. With condition monitoring, faults can be detected early and
maintenance times and measures can be planned accordingly. This further reduces the
risk of total failure due to the propagation of the faults to other areas of the machine.
The total amount of WTs is increasing, with each of them equipped with more and
more sensors over the years. Hence, this raises the amount of components, that can
be measured which leads to higher costs and more signals, that need to be monitored.
Furthermore, when a fault has been detected, we still need to infer the type of fault and
localize it, e.g. which component(s) is/are affected. With an increasing amount of signals,
there is need for more and more highly specialized personnel in order to monitor these
machines manually. Therefore, we propose a solution that automates this whole process
from end-to-end.
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Supervised learning is a method for performing intelligent fault diagnosis on WTs. In
literature, numerous solutions based on supervised learning are available [2, 3, 4]. How-
ever, these solutions typically focus solely on diagnosing faults in one particular machine,
resulting in the development of separate models for each machine. Transfer learning is a
promising approach to use knowledge extracted from a subset of WTs to multiple other
ones. This can decrease the total model count needed for reliable fault diagnosis. Addi-
tionally, transfer learning based fault diagnosis is not limited to detect only those fault
types, that have been occurred in the past on that particular WT, since fault data from
other WTs can also be used for the diagnosis. Many transfer learning solutions for WTs
exist. Zhang et al. [5] built a fully connected neural network which is able to detect,
whether ice are on the WT blades by only using SCADA data. A small data set from
another WT was used to fine-tune the model. Yang et al. [6] are able to detect blade
defects by segmenting blade images with the otsu threshold segmentation algorithm and
then using a pre-trained Alexnet classifier for the feature extraction. A Random Forest
was used for the fault diagnosis in the last step. Li et al. [7] pre-trained a convolutional
autoencoder on SCADA data from 14 WTs and fine-tuned the model on data from the
15th WT in order to detect fault types like high temperature in gearbox or generator or
low pressure of the hydraulic system. A stacked autoencoder was employed by Deng et
al. [8] by pretraining the model on source data and then utilizing and fine-tuning a fully
connected layer for the diagnosis in the target domain.

The aforementioned solutions have the limitation, that some labeled data in the source
domain have to be available. Furthermore, features extracted with the help of neural net-
works are mostly abstract and not interpretable for diagnosticians. If the fault diagnosis
system indicates that a fault is present, then it has to be clear to the diagnostician, how
the decision was made. To this end, we propose a fault diagnosis framework, which oper-
ates in an Anomaly-Space. This new feature space provides several normalized anomaly
scores for each WT component, for every available WT. Values above 1.0 are consid-
ered anomalous. It was built and provided to us by our research partner EnBW Energie
Baden-Württemberg AG. Both SCADA data and vibration data were used for the cre-
ation of the Anomaly-Space. A supervised classifier takes data from the Anomaly-Space
as input and provides fault diagnosis results. These results can easily be interpreted by
diagnosticians, since features in the Anomaly-Space represent deviations from the nor-
mal behavior of the WT. This can be seen as a feature-based transfer learning approach,
where the Anomaly-Space represents the domain-shared feature space.

In summary, the contributions of this paper are the following:

1. Fault diagnosis based on derived signals from SCADA data and vibration data, that
are easily interpretable, in contrast to many other transfer learning approaches.

2. Extensive model training and evaluation with stratified cross-validation from real
data across 5 WTs from 4 wind parks and comparing classification performance of
popular supervised classifiers, such as Random Forest (RF), Light-Gradient-Boosting-
Machines (LightGBM) and Multilayer Perceptron (MLP).

3. Showing transfer learning capabilities by applying the best performing classifier from
the aforementioned analysis on a new test set, which consists of 2 WTs from 2 wind
parks, one of which is a completely different wind park compared to the train set.

This paper is organized as follows: In section 2, we give an overview about the dataset.
This includes a brief description and explanation of the Anomaly-Space. In section 3,
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some background information about transfer learning in fault diagnosis is given. Our
supervised fault diagnosis framework is introduced in section 4. Results are shown in
section 5 and conclusions are made in section 6.

2 Dataset Description

The dataset we used contains fault-types and anomaly scores, which are deduced from
SCADA data and vibration data. Two common faults can be found within the data:
bearing fault and sensor fault. Bearing faults are common and severe faults in WTs.
Ignoring these can result in a total failure of the machine and leads to substantial down-
times and repair costs. Therefore, there is a huge interest in detection of bearing faults
as early as possible.

Faulty sensors are also very common in WTs, but are very cheap to replace in terms
of raw material cost and are not damaging the WT itself. At a first glance, this might
not be as important, but these type of faults can lead to several problems. Unnecessary
maintenance works could be performed if sensor faults are confused with a more serious
disturbance. Consequently, diagnosticians and technicians might increasingly distrust the
fault diagnosis application and/or mistake a serious fault with a sensor fault.

SCADA data are typically used for condition monitoring in WTs. In general, the term
SCADA stands for ”Supervisory Control and Data Acquisition” and refers to the moni-
toring and control of technical processes using data that originates from sensors, actua-
tors and other field devices and is sent to a control system. Among other things, process
variables such as temperature, pressure and similar values are recorded. Each recorded
10-minute window is aggregated into four scalar values: minimum, maximum, standard
deviation and average. Vibration sensors are able to capture data in a much higher sam-
ple rate than SCADA and are commonly used to identify early signs of wear, imbalance,
or misalignment in rotating machinery.

The data originates from a total of 7 WTs, across 5 different wind parks. All fault cases
with further information are listed in Table 1. Our train set (case 1 to 6) consists of data
from 5 WTs, which are from 4 different wind parks. The test set (case 7 and 8) has data
from 2 WTs, one of which is from a completely different wind park.

Table 1. More information about the data. The train data is considered the source data,
validation and test data are considered target data. P = park, U = unit, (N)DE = (Non-)Drive
End.

Park/Unit Fault-Type Fault-Location Dataset Case-No.

P1/U1 sensor fault temperature generator phase 3 train/validation 1
P2/U1 sensor fault temperature transformator phase 3 train/validation 2
P2/U1 sensor fault temperature generator phase 1 train/validation 3
P3/U1 bearing fault Fast Shaft Bearing DE train/validation 4
P3/U2 bearing fault Fast Shaft Bearing NDE train/validation 5
P4/U1 bearing fault Fast Shaft Bearing DE train/validation 6

P1/U2 sensor fault temperature generator phase 2 test 7
P5/U1 bearing fault Fast Shaft Bearing DE test 8
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2.1 Anomaly-Space

The Anomaly-Space refers to a feature space, that has been constructed by using multiple
proprietary algorithms, denoted as detectors. The input of these detectors are SCADA
data and vibration data.

Detectors are monitoring critical components of the WT and provide anomaly scores,
which represent a deviation from the normal behavior. These values are normalized such
that measurements with values above 1.0 are considered anomalous.

Broad-Band-Characteristic-Value (bbcv) is one of the detectors. This detector first cap-
tures multiple windows of vibration data when pre-defined conditions have been met
(e.g. approximately constant wind speeds). Several features are then extracted from the
raw vibration data and from the frequency domain, after applying the Fast-Fourier-
Transformation (FFT), such as skewness, kurtosis and average values. In the last step,
the trendiness of the aforementioned features with the help of hypothesis testing is be-
ing calculated. Bearing faults will usually result in an increased trendiness in multiple
features.

Another detector is the tuplet detector. This detector is designed to detect SCADA data
deviations from groups of semantically similar components, for example the generator
temperature of all three voltage supply phases. This is being achieved by monitoring
the variance of the measurements of these components. A sensor fault in any of these
components significantly increases the variance. A statistical test quantifies the difference
to the expected null hypothesis, null hypothesis being a variance value of 0.

The procedure of both detectors are depicted in Figure 1 and Figure 2.

The Anomaly-Space is provided to us by our research partner EnBW Energie Baden-
Württemberg AG and is used as input data to our preprocessing steps and metamod-
els.

tuplet

Detector

SCADA 
data

temp. gen. phase 1
temp. gen. phase 2
temp. gen. phase 3

…
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test for 

variance

variance

quantified deviation

Fig. 1. tuplet detector procedure
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multiple 
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mean_raw_trend
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kurtosis_fft_trend
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Fig. 2. bbcv detector procedure

3 Transfer Learning in Fault Diagnosis

Fault diagnosis can be decomposed into fault detection and fault classification. Fault de-
tection (e.g. using anomaly/outlier detection) is the detection of deviations from normal
behavior in the data. These deviations come from either a fault within the monitored
system, or from a faulty measuring device. The transformation of the input data can help
in detecting faults, that are otherwise not visible.
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To be able to diagnose the type of fault, the transformed data can then be classified into
pre-defined fault-classes (labels) using supervised classification algorithms.

One of the challenges of fault diagnosis is the lack of labels, since faults occur rarely. In
the context of WTs, there might be many fault-labels available across all available WTs.
However, there are many reasons why it is still not eligible to train a ML model on one
WT and apply it on another without some modifications. For example, WTs may come
from different manufacturers and therefore have different components, which results in
non-similar signal patterns. Consequently, at least one model for each WT needs to be
created.

Transfer learning aims to capture domain-invariant knowledge from just few available
domains and apply this knowledge onto other domains. In the context of WTs, for in-
stance, the objective is to leverage insights gained from a few WTs and extend them to
others.

There are 4 types of transfer learning methods according to Lei et al. [9]: feature-based
approaches, GAN-based approaches, instance-based approaches and parameter-

based approaches. Feature-based approaches map cross-domain data into a common
feature space and decrease the distribution discrepancy before applying a classifier. GAN-
based approaches utilize the GAN framework in order to learn the distribution of the
target data and generate new ones to improve the classifier. Instance-based approaches
reweight misclassified instances from source and target domain, increasing/decreasing the
influence of those instances on the fault diagnosis classifier. Parameter-based approaches
train models (e.g. neural networks) on the source data and fine-tune the learned model
parameters on the target data. Instance- and parameter-based approaches assume, that
few labeled samples of the target domain are available. Our solution can be regarded
as a feature-based TL approach without the step of further decreasing the distribution
discrepancy. This space is designed to represent deviations from the individual normal
behavior, making each value intuitive to understand.

4 Supervised Fault Diagnosis Framework

A general overview of the proposed fault diagnosis framework is depicted in Figure 3.

The dataset labels are generated using fault time frames (appearance dates and repair
dates) provided by diagnosticians. Data from within the fault time frames are labeled with
the corresponding fault type. Data outside these time frames are labeled as ”Normal”.
Data that are not within the normal operating-mode of the WT (e.g. stillstand or wind
speeds below a specified threshold) have been omitted. A time-based forward fill was
applied, filling missing values for up to 3 hours after the first occurrence. Remaining
data gaps are filled with the value 0.0.

The resulting data frame has data from each available WT component as observations
(rows) with each detector output being a feature (column).

The amount of features provided by the bbcv detector is reduced to one single feature, by
only keeping the feature with the largest variance. Consequently, both detectors provide
only a single feature each, resulting so far in 2 total features.

Sliding-window based feature extraction has been employed in order to capture the re-
lationship between neighbored data samples, with a window-size of 144 and a stride of
1. The extracted features are trend-certainty (tc) and variance (var). The Mann-Kendall
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Fig. 3. Proposed fault diagnosis framework

test is a statistical test for determining trends in data. We used Equation 1 to determine
the value of our trend-certainty feature, with pmk being the p-value for having a positive
trend within a window. The values of both features have been manually set to 0.0, if the
window contains only values below 1.0. The final feature count has been increased to 6
after extracting those features.

For MLP, the base features, e.g. the outputs of both detectors, have been normalized
with a min-max scaler.

tc =

{

1 if pmk < 0.001,

0 otherwise.
(1)

5 Results & Discussion

Stratified 3-fold cross-validation was used for evaluation on the train data. We chose the
fβ-score with β = 0.5 as our evaluation metric. This way, precision has a larger impact
than recall. This choice was made because trusting the fault diagnosis is crucial, which
can be achieved by minimizing false positive predictions; therefore, precision should be
weighted more heavily. Additionally, measurements from faulty sensors could occasionally
resemble healthy ones, if the root-cause is loose contact. There could be multiple days
of data within the fault time frame, where the sensor delivers non-faulty measurements.
Weighting precision and recall equally (e.g. with β = 1) would provide overly pessimistic
evaluation values in these cases.

5.1 Comparison between different classifiers on train data

Several popular classifiers were used for our evaluation on the train data: RF, LightGBM
and MLP. We created a baseline model which classifies each instance with bbcv values
above 1.0 as bearing fault and tuplet values above 1.0 as sensor fault, which we simply
termed Above-One. The results are depicted in Figure 4. The best performing model
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is MLP, achieving a F0.5 score of 0.874 with the following hyperparameters: ReLU
activation function, Adam optimizer, learning rate of 0.001 and 1 hidden layer with 5
neurons.

A O LightGBM MLP RF

Fig. 4. Average stratified cross-validation results

5.2 Evaluating the best classifier on test data

The MLP was trained on the whole train data with the best parameters and then ap-
plied on the test data. Table 1 shows the results. The model achieved a F0.5 score of
0.937.

Table 2. Evaluation results on test data.

Method F0.5 score F1 score Precision Recall

mlp 0.937 0.871 0.992 0.789

5.3 Discussion

It can be seen from Figure 4 and Table 2, that higher evaluation scores have been achieved
in the test data (0.874 vs. 0.937). This is due to data quality issues, that are present in the
train data. More precisely, there is a loose contact sensor fault case, in which multiple
signal segments appear normal, within the fault time frame. These segments can be
present multiple days. This complicates the fault diagnosis evaluation, since our window
size for our feature extraction methods is approximately one day. Possible solutions would
be to increase the window size or to split the fault time frame into multiple smaller ones
to increase the coverage of the visible fault pattern.

6 Conclusion & Future Work

In this paper, a fault diagnosis framework based on an Anomaly-Space is proposed. The
Anomaly-Space is a feature space, in which deviations from normal behavior (anomaly
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scores) for each WT component are encoded. Window-based features are then extracted
from the Anomaly-Space, such as trend values extracted with the Mann-Kendall test.
This new feature space provides intuitive values which can help explain fault diagno-
sis results, since these values represent deviations from the normal behavior in contrast
to many other approaches. This framework can be regarded as a feature-based trans-
fer learning method without further decreasing the distribution discrepancy. Supervised
classifiers such as Random Forest, Light-Gradient-Boosting-Machines and Multilayer Per-
ceptron are compared on the train data with stratified cross-validation. The Multilayer
Perceptron achieved the highest classification performance in diagnosing bearing and
sensor faults and was tested on 2 new WTs, one of which stems from a different wind
park, compared to the train data. This final evaluation also showed good results, making
this a promising fault diagnosis approach for cross-domain fault diagnosis. Future work
could include Out-Of-Distribution (OOD) detection to the framework, in order to detect
previously unseen fault types.

Acknowledgement

This work was conducted as port of the research project AutoDiagCM - Automatisierte
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Abstract. Generative AI offers a new path for engineering innovation by automating idea 
generation and evaluation. This study explores its effectiveness in addressing complex and 
inventive engineering challenges. Using automated multi-directional and systematic 
prompt generation, the paper investigates the ability of AI chatbots to autonomously 
generate and evaluate innovative solution ideas and concepts. Experiments with various 
LLMs revealed their potential to accelerate the innovation process but also highlighted 
limitations in generating feasible, ready-to-use solution concepts. To address these 
challenges, the paper proposes mixed AI innovation teams, where different generative 
chatbots can complement and monitor each other. This collaborative approach can improve 
the quality and feasibility of AI-generated solutions. Case studies demonstrate the practical 
application of these findings and strategies for effective human-AI collaboration in the 
innovation process. While generative AI holds significant promise, future research should 
focus on refining AI models and developing frameworks for effective human-AI interaction 
to ensure the practical feasibility of AI-generated engineering design solutions for inventive 
problems. 

Keywords: Generative AI; Problem-Solving; Engineering Innovation, Inventive Design. 

1 Introduction – Background and Related Work 

In recent years, generative artificial intelligence (AI) has gained significant attention in 
engineering due to its ability to autonomously generate content, solve complex problems, and 
assist in decision-making. In engineering design, it shows potential for enabling rapid 
prototyping, optimizing designs, and streamlining iterative processes. However, fully realizing 
its potential requires exploring new methods for creatively and autonomously solving 
engineering problems beyond traditional paradigms.  

The impact of generative AI on engineering innovation has been extensively documented, 
with tools like Generative Adversarial Networks (GANs), Variational Autoencoders (VAEs), 
and Large Language Models (LLMs) demonstrating their efficiency in generating innovative 
solutions based on training data. Brad [1] explores how inventive principles can enhance 
activation functions in AI models, increasing their creative capacity. Similarly, Ayaou and 
Cavallucci [2] propose a framework integrating AI with TRIZ principles to formalize knowledge 
and link disparate sources for innovative problem-solving. Human-AI collaboration remains 
crucial in addressing complex engineering challenges. Memmert and Bittner [3] highlight the 
opportunities of hybrid teams, while Qiu and Jin [4] emphasize the integration of AI with human 
expertise in enhancing design support systems. Müller, Roth, and Kreimeyer [5] outline barriers 
to AI-product development integration, such as the lack of standardized processes and 
documented best practices. Zhu et al. [6] show the success of GPT models in early-stage design 
concept generation, while Gomez et al. [7] and Ege et al. [8] examine the benefits and limitations 
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of LLMs in complex system design and ideation. Generative AI tools, such as Open AI ChatGPT, 
Google Gemini, Anthropic Claude or others, can generate ideas and provide guidance, but human 
intervention is often required for practical implementation. Excessive or insufficient human 
involvement poses risks of bias or unfeasible designs. The need for behavioral science 
integration into AI systems is stressed by Van Rooy and Vaes [9], while Boussioux et al. [10] 
explore scalable human-AI collaboration for sustainable business innovation.  

Xu et al. [11] compare ChatGPT's performance with human evaluators in engineering design 
tasks, highlighting the need for alignment in judgment confidence to improve decision-making. 
Chiarello et al. [12] discuss the theoretical and practical benefits of LLMs in automating design 
tasks, increasing efficiency, and balancing computational and human-centric design. Ranscombe 
et al. [13] evaluate image generative AI for design inspiration boards, noting differences in 
quantity, variety, and accuracy compared to traditional methods. Studies [14] and [15] emphasize 
AI’s success in generating a variety of ideas during brainstorming and solving technical problems 
in process engineering.  

However, significant challenges remain in creating detailed, practical solution concepts, 
especially in fields like mechanical engineering. AI-generated designs often lack the technical 
precision necessary for implementation, requiring clear instructions and technical drawings. 
Current text-to-image tools typically produce unsatisfactory results for engineering purposes, 
underscoring the need for more advanced AI capabilities to bridge the gap between concept 
generation and practical design implementation.  

This paper advocates an integrative approach to automated multidirectional prompt 
generation, drawing from methodologies such as design theory [16], theory of inventive problem 
solving TRIZ [17], biomimetics, process intensification [18], and other approaches to systematic 
innovation. The goal is to improve generative AI chatbots' effectiveness in structured 
collaborative ideation and problem-solving for engineering design. It also explores AI strategies 
for developing comprehensive solutions by integrating multiple ideas and evaluating their 
practical applicability. Through controlled experiments, this study identifies patterns in 
prompting strategies that enhance the creative potential of AI chatbots, whether operating 
autonomously or in collaborative groups. However, current research limitations may affect the 
generalizability of the findings, as challenges remain in objectively assessing engineering 
creativity. 

2 Methodology 

2.1  Multidirectional Prompting 

There are various approaches to formulating prompts for generative AI chatbots. This paper 
introduces Multidirectional Prompting (MDP), which applies elementary solution principles to 
generate innovative solutions. These solutions are defined by the novel, practical, and feasible 
combination of one or more ideas, specifically tailored to the problem or objectives. MDP 
explores multiple directions by addressing sub-problems and applying inventive stimuli, 
allowing AI to generate holistic solutions. This approach enhances the AI’s generative capacity 
by combining solution ideas suited to the specific problem. In MDP, the multiple directions, sub-
problems, and inventive stimuli can be selected either by the user or autonomously by the AI 
chatbots. Typical MDP techniques, including random, systematic, collaborative, and multi-
problem prompting, are presented in Table 1. 
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Table 1. Techniques of Multidirectional Prompting (MDP) 

MDP technique Brief description 

1. Random The AI chatbot simultaneously applies multiple solution principles 
(SPs) and/or predefined engineering domains without a specific order, 
generating solution ideas and concepts in a single step. 

2. Systematic The AI chatbot applies a set number of solution principles (SPs) 
sequentially, generating ideas for each SP. It then combines 
complementary ideas to create comprehensive solution concepts. 

3. Collaborative Several AI chatbots (e.g., ChatGPT, Google Gemini) independently 
generate ideas - either randomly or systematically - and then exchange 
them to develop combined solution concepts. 

4. Multiproblem For complex problems, AI chatbots address prioritized sub-problems 
either one by one or simultaneously, generating ideas for each sub-
problem and combining them into comprehensive solution concepts. 

2.2  Automated Formulation of Elementary Creative Stimuli 

This paper employs an automated method for generating creative stimuli for product and process 
design across various engineering domains [15]. Validated in both industrial and educational 
settings, the method has proven its efficacy in generating innovative solutions and improving the 
design process. The knowledge base is built on 160 elementary inventive principles [18], 
enhanced by selected TRIZ tools, including the 40 inventive principles, trends of technical 
evolution, and standard solutions, along with methodologies like biomimetics, process 
intensification, and others. Automated idea generation operates at multiple levels, such as: a) 
improving or transforming system components, b) enhancing useful actions, c) eliminating 
harmful effects, and d) resolving engineering contradictions. A proposed application for 
automated prompt generation uses 200 predefined inventive principles and allows user 
customization for solution search across engineering domains, as illustrated in Figure 1. The 
prompt composition process follows four key steps, as detailed in Table 2. 

 

Fig. 1. Variety of the elementary solution principles for multidirectional prompting [15] 
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Table 2. Main steps of automated prompt generation 

Prompting step Brief description 

1. Interactive 
problem definition 

AI chatbot and users collaboratively define the problem, ensuring all 
relevant information and constraints are considered while avoiding 
biases. The chatbot refines the problem statement, highlighting key data 
like the ideal outcome, system components, and undesirable effects. 
Analyses, such as root cause identification, can be conducted as well. 

2. Pre-selection of 
inventive stimuli 
and engineering 
domains 

Users / AI chatbots select elementary inventive principles and 
engineering domains based on the initial problem. There’s no limit to 
the number of principles, and new ones can be added at any stage. 
Users can also customize their choice based on their expertise or 
preferences. 

3. Step-by-step 
idea generation 

After the problem definition is confirmed, the chatbot generates ideas 
for each selected solution principle. Users can request more ideas or 
pause the process to move on to concept creation, ensuring the ideation 
remains flexible and aligned with user preferences. 

4. Solution 
concept creation 

The chatbot combines generated ideas into innovative solution concepts 
(e.g., five or more), leveraging its broad knowledge base. Users can 
guide the AI with specific strategies, such as focusing on feasibility, 
novelty, or a particular technology or core ideas, to ensure the solutions 
meet the problem’s inventive objectives and specific requirements. 

3.3  Experimental Approach 

This section outlines two series of experiments investigating AI-based automated ideation and 
solution concept generation in engineering design. The experiments involved student projects 
from a course on AI-aided inventive design at the Offenburg University of Applied Sciences, 
Germany. Five groups of graduate students and one group of undergraduate students 
participated, along with a control group of the study's authors. The undergraduates were in their 
5th or 6th semester, while the graduate students were pursuing a Master's in Mechanical 
Engineering and Robotics. All students received training in systematic new product development 
and TRIZ methodology. Working in groups of 2-3, they used generative AI chatbots with 
automated multidirectional prompt generation to tackle design challenges. 

The experiments were conducted in two series. In the first educational series, all groups were 
assigned the same problem, the "Twist-off Screw Cap” and same initial prompt composition to 
use with the AI chatbots. This problem concerns jars or bottles with twist-off caps, which are 
difficult to open due to the high torque in the thread and the vacuum inside. The goal is to find 
solutions that make opening easier without additional tools or causing issues for manufacturers 
or consumers. 

In the second series of experiments, six student groups already experienced in generative AI 
applied their skills to a design problem of their choice. They defined the problem, selected 
appropriate solution principles for multidirectional prompting, and used AI chatbots of their 
choice. Participants were free to choose their concept generation strategies, including selecting 
promising combinations of principles, identifying strong ideas, and setting evaluation criteria. 
For example, focusing on developing concepts around a core idea appropriate for targeted 
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improvements. Table 3 presents the details of these experiments, including the number of 
selected solution principles, generated ideas, evaluated concepts, and applied AI chatbots. 

Table 3. Experimental scope in the second series of experiments using different AI chatbots. 

Gr. Design problem  

name 

Number of  AI tools 

applied 

Concept creation 

strategy solution 
principles 

generated 
ideas 

solution 
concepts 

1   Smoke detector 10 50 10 ChatGPT 
Gemini 

 a) autonomous  
 proposal by AI 
 b) based on 10  
 strongest AI  
 ideas selected 
 by AI 
 c) based on strongest 
AI ideas selected  
 by the users  

2 Hot drink cup 10 45 12 

3 Quick release 
chuck 

14 50 30 

ChatGPT  
Gemini 
Claude 

4 Shape adaptive 
gripper 

10 196 18 

5. Barbeque grill 22 150 33 

6. Cable winder 10 150 30 

3 Results and Discussion 

3.1 AI-driven Ideation and Solution Concept Creation 

Generative AI, utilizing multi-directional prompting with elementary solution principles, is 
capable of formulating up to 100–200 distinct ideas, substantially enhancing both productivity 
and the diversity of generated ideas, surpassing traditional approaches. By systematically 
exploring a wide range of potential solutions, this technique significantly strengthens the 
innovation process, fostering the generation of more varied and inventive concepts. In 
experiments ChatGPT and Claude performed best with multi-directional prompting, while 
Gemini, though requiring more interaction, tends to provide more objective evaluations.  

In the phase of concept creation different generative AI tools perform variably across tasks, 
presenting an opportunity for mixed AI teams. Tools like ChatGPT, Google Gemini, and 
Anthropic Claude complement each other, with each offering unique insights, even though the 
solutions are often similar. However, AI often introduces hidden biases, so monitoring and 
adjustments are needed for workable solutions. Human judgment remains crucial, especially in 
addressing subtle aspects of innovation.  

Preliminary results indicate that the most robust AI-driven strategy for solution concept 
creation involves identifying the most promising core ideas and developing multiple concepts 
based on them. This approach prioritizes inventive goals, such as usefulness or value (as key 
metrics for goal achievement), over novelty and feasibility during the initial stages of concept 
development. 

3.2 Limitations in AI Evaluation of Ideas and Concepts 

During the evaluation phase, the chatbots autonomously assessed their ideas and solution 
concepts using the following criteria: Feasibility (0 = unviable, 1 = feasible with effort, 2 = easily 
implementable), Novelty (0 = common, 1 = moderately novel, 2 = highly original), and 
Usefulness (0 = irrelevant, 1 = moderately useful, 2 = highly useful). In both experimental series, 
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the chatbots consistently overvalued their concepts compared to participant ratings, particularly 
in usefulness and feasibility. The use of finer rating scales (e.g., 5- or 10-point scales) in the 
second series did not significantly reduce overestimation with ChatGPT, whereas Claude 
demonstrated better accuracy. It’s also noted that AI evaluations can vary slightly, typically by 
±1 point, between repeated evaluations in the same or separate chat sessions. Additionally, 
individual concept ratings may differ from aggregate ratings of multiple concepts. Finer scales, 
such as 10-point ratings, provide more nuanced and consistent assessments, helping to mitigate 
this variability.  

Moreover, generative AI models appear to exhibit a moderate "Not Invented Here" effect 
when evaluating solutions proposed by other AI chatbots or engineers in concept evaluation 
across all experiments. For example, in a pairwise comparison, both ChatGPT4.0 and Gemini 
rate the usefulness of their own concepts higher. The authors consider this phenomenon useful, 
as it promotes a more balanced assessment of ideas and concepts when different AI chatbots 
operate as virtual teams of specialists, either autonomously or in collaboration with engineers.  

3.3 Feedback and Observations from Experiments 

Different generative AI tools perform variably across tasks, presenting an opportunity for mixed 
AI teams. Tools like Open AI ChatGPT, Google Gemini, and Anthropic Claude complement 
each other, with each offering unique insights despite similar solutions. ChatGPT and Claude 
perform best with multi-directional prompting, while Gemini, though requiring more interaction, 
tends to provide more objective evaluations. However, AI often introduces hidden biases, so 
monitoring and adjustments are needed for workable solutions.  

The results of an anonymous survey conducted among the 17 participants at the end of the 
second series of experiments are particularly interesting. The participants rated their responses 
using a 10-point scale: 1-2 (very low), 3-4 (low), 5-6 (medium), 7-8 (high), and 9-10 (very high), 
with the mean values presented in Table 4. 

Table 4. Results of an anonymous survey on the performance of generative AI 

No. Survey question: How do you rate the following aspects in 
application of generative AI …  

Mean values  
(17 participants) 

1 contribution of AI to increasing your personal inventive 
CREATIVITY? 

7.1 
SD=1.6 

2 performance of AI in terms of the ideas USEFULNESS? 6.1 
SD=2.1 

3 performance of AI in terms of the ideas NOVELTY? 6.7 
SD=1.9 

4 performance of AI in terms of the ideas FEASIBILITY? 4.7 
SD=1.9 

5 overall performance of AI in the solution concept development 
phase? 

6.1 
SD=2.0 

6 level of detail of the solution concepts proposed by the AI, so 
that designers can quickly implement a solution concept? 

4.7 
SD=2.0 

7 accuracy of the evaluation of solution concepts by AI? 4.2 
SD=1.7 
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AI chatbots received the highest rankings for enhancing participants' personal inventive 
creativity, but the lowest for evaluation accuracy and the level of detail in solution concepts 
needed for quick implementation.  

Interestingly, participants also reported difficulties in personally evaluating the large number 
of ideas generated by AI. Subsequent analysis of the students' protocols by supervisors revealed 
that many novel and useful ideas were not recognized as promising and were excluded from 
concept creation. This highlights a key challenge in applying AI to the innovation process: 
engineers or students often expect ready-to-use solutions and struggle to thoroughly process 
numerous ideas generated by AI. This challenge highlights the need for a systematic exploration 
of collaborative frameworks and models for AI and human interaction in the inventive design 
process. Future research should prioritize developing and refining these collaboration models to 
optimize the integration of AI technologies in human-centered innovation, while also fostering 
the acceptance of design concepts created autonomously by AI. 

4 Concluding Remarks and Outlook 

The results of this study reveal key insights for applying generative AI in inventive engineering 
design. First, multi-directional prompting with elementary solution principles greatly boosts 
productivity and variety in idea generation, surpassing traditional methods like brainstorming or 
classical TRIZ. The challenge now shifts to selecting strong ideas and developing effective 
solution concepts. A key question is finding the optimal balance of human involvement in AI-
assisted problem-solving. Second, AI chatbots tend to overestimate the feasibility of their 
concepts, highlighting the need for better self-evaluation algorithms. Bridging the gap between 
AI and human evaluation is crucial for real-world application. Third, varying degrees of 
overestimation between AI models (e.g., ChatGPT versus Gemini) show that model architecture 
impacts assessment accuracy. Future research should focus on minimizing these biases. Finally, 
the gap between AI-generated ideas and practical implementation remains a challenge. Advances 
in AI's ability to produce technically feasible solutions, including text-to-CAD tools will be 
essential for improving AI's role in engineering design and inventive problem solving. 
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Abstract. The integration of generative artificial intelligence (AI) in sustainable process 

design has gained substantial traction, with AI increasingly employed to generate 

innovative solutions. However, the efficacy of these AI-generated ideas requires rigorous 

evaluation to ensure their quality. This study examines the dual role of GPT-4o in 

generating and evaluating solution ideas for sustainable process design at the concept 

development stage. Focusing on process engineering, the research applies these methods to 

a case study involving froth flotation for nickel recovery. By comparing AI-driven 

assessments with those from human experts, the research aims to determine the alignment 

between AI and human evaluations across key criteria: novelty, feasibility, usefulness, and 

sustainability. The results reveal strong alignment in most areas, though notable 

discrepancies in novelty suggest that human expertise remains essential for nuanced 

judgments on uniqueness. These findings highlight GPT-4o’s potential as a preliminary 
evaluation tool, while also underscoring the need for a hybrid approach that combines AI 

insights with human expertise. 

Keywords: Generative AI; Sustainability; Process Design; AI-Human Evaluation. 

1 Introduction 

Recent advancements in artificial intelligence (AI) have had a transformative impact across 

various sectors, enabling rapid innovation and the generation of solutions for complex 

challenges. Among these developments, Generative Pre-trained Transformer (GPT) models 

developed by OpenAI [1], have demonstrated significant potential in automating ideation 

processes, which is especially valuable in the context of sustainable process design. The 

versatility of these models lies in their ability to process extensive datasets and generate 

contextually relevant responses, making them well-suited for early-stage concept development 

aimed at addressing environmental and technical issues [2, 3].  

Despite the promise of generative AI, challenges remain in ensuring the quality and 

applicability of AI-generated solutions. Current approaches often rely heavily on human 

evaluation to assess key criteria, such as novelty, feasibility, usefulness, and sustainability. These 

human-driven evaluations, while effective, are time-consuming and often subjective, which 

highlights the need for AI systems capable of autonomously assessing the quality of their outputs. 

Prior studies on generative AI have explored its application in eco-innovation, but limitations 

persist regarding the AI’s ability to evaluate its outputs. This research addresses this gap by 
investigating GPT-4o’s capacity not only to generate but also to evaluate solution ideas. The 
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research aimed to explore how effectively GPT-4o could autonomously assess its outputs and 

compare these AI-driven evaluations with those conducted by human experts. By concentrating 

on established evaluation criteria such as novelty, feasibility, usefulness, and sustainability, the 

study sought to determine the extent to which GPT-4o’s assessments aligned with expert 

evaluations. The research seeks to address the following questions:  

1) Can GPT-4o autonomously evaluate its generated ideas? 

2) How do AI evaluations align with human expert assessments across key metrics in 

sustainable process design? 

2 Background and Related Work 

2.1  Generative AI in Sustainable Innovation 

Generative AI, such as GPT models, has emerged as a powerful tool in the drive toward 

sustainable innovation by enabling the rapid generation of ideas that address pressing 

environmental and technical challenges [4]. Since the introduction of GPT-2 in 2019, these 

models have evolved significantly, with GPT-3 and subsequent versions, including GPT-4o, 

demonstrating advanced capabilities for generating complex and contextually relevant ideas 

from extensive datasets [1, 5, 6]. This versatility makes GPT models particularly valuable in 

fields where rapid innovation and sustainability are essential, such as process engineering, where 

early-stage concept development plays a pivotal role in tackling environmental issues and 

technical obstacles. 

Despite the promise of generative AI, significant challenges remain in ensuring the quality 

and applicability of AI-generated solutions. Assessing these qualities has largely depended on 

human evaluations, which present scalability issues and introduce subjectivity into the 

assessment process.  For instance, Zu et al. [2, 3] utilised GPT-3 to generate biologically inspired 

design concepts but relied solely on a design team to evaluate feasibility and novelty. While 

human expertise is invaluable, it often requires substantial time and resources, thus limiting the 

potential for large-scale, efficient evaluations.  Similarly, Li et al. [7] explored multiple 

generative AI tools, including ChatGPT (GPT-3.5) [1], Midjourney (via Discord) [8], and Stable 

Diffusion (via WebUI) [9], to facilitate sustainable design projects. Although the study 

incorporated topics aligned with Sustainable Development Goals (SDGs), it focused exclusively 

on usability and depended merely on human assessment. While these previous studies 

successfully demonstrate that generative AI can support sustainable innovation, they fall short 

in exploring AI-driven evaluation mechanisms, leaving a significant gap in objectively assessing 

the quality of AI-generated ideas. 

Building on this foundation, the previous research by authors [4], integrated nature-inspired 

principles into a GPT-3.5 model to generate eco-innovative solutions for challenges in process 

design. This study not only used GPT-3.5 to generate solution ideas but also to evaluate them 

through self-assessment, with comparisons drawn against human evaluations. However, the 

study was limited by a lack of in-depth sustainability assessments. The evaluation metrics were 

relatively general and did not delve into the specifics, leaving a gap in comprehensively assessing 

the AI-generated solution ideas. This gap underscores the need for more robust evaluation 

frameworks that incorporate detailed sustainability metrics, enabling AI to perform more 

rigorous self-assessments in alignment with sustainable development goals. 
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2.2  Idea Evaluation 

Evaluating ideas is an essential component of the innovation process, as it helps in selecting 

concepts that are most likely to succeed and contribute meaningfully to their intended goals. 

Common criteria for idea evaluation typically include novelty, feasibility, usefulness, and 

sustainability [10–12]. These criteria provide a structured basis for assessing the quality of ideas 

and determining their potential impact.  

Various methods have been developed to evaluate these criteria, ranging from expert 

assessments to crowdsourcing and AI-assisted frameworks. Dean et al. [11] focused on 

measuring ideas through constructs such as novelty, workability, relevance, and specificity using 

multi-dimensional scales rated by human experts. The study noted that human raters often 

interpret these criteria differently, leading to variability in results. This variability underscores a 

broader challenge in maintaining consistency across evaluations, especially when relying on 

subjective human assessments.  

In another study, Baffo et al. [12] employed utility value analysis to score ideas based on 

environmental, economic, and social sustainability parameters, allowing for a comprehensive 

sustainability assessment. This method provides a structured approach to sustainability but tends 

to be labour-intensive and primarily suited for detailed project-level evaluations, making it less 

practical for rapid, large-scale screening in early-stage concept development.  

Furthermore, a recent study by Mesbah et al. [13] integrated crowdsourced evaluations with 

machine learning models to improve scalability and consistency. In this framework, crowd raters 

are guided by well-defined scales to measure criteria such as novelty and usefulness. The 

machine learning component adjusts for variability in crowd ratings, providing a more reliable 

aggregate score. However, while the study enhances scalability, it remains limited by the 

variability and potential biases introduced by crowd raters. 

3 Methodology 

3.1  Research Design 

This study employed a dual approach in which GPT-4o was used to both generate and evaluate 

solution ideas for sustainable process design, focusing on a specific case study outlined in Table 

1. GPT-4o was selected for its enhanced contextual understanding and advanced generative 

capabilities [14]. Compared to previous versions, GPT-4o has demonstrated improved 

performance in generating contextually relevant responses to complex prompts, making it 

particularly suitable for generating innovative solutions [1, 14].  

Table 1. Case study: problem and ideal final result 

Case study Problem description Ideal final result 

Froth Flotation 

for Nickel 

Recovery 

The utilisation of chemicals in the 

process results in water pollution and 

the generation of solid waste. 

Additionally, the low efficiency of 

the process contributes to elevated 

production expenses. 

Develop a sustainable and effective 

procedure that reduces the utilisation 

of chemicals and waste, thereby 

decreasing production expenses. 
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3.2  Solution Idea Generation  

In alignment with the methodology outlined in the authors’ prior research [4], this study 

employed a solution-driven approach (SDA) in biomimetics, combined with AI-automated 

prompting to generate solution ideas. The SDA framework leverages principles derived from 

natural ecosystems exposed to environmental stress, such as mangroves, rainforests, caves, etc. 

as a basis for developing innovative solutions. By analysing the adaptation strategies within these 

ecosystems, the approach identifies inventive principles that can be applied to engineering 

challenges. AI-automated prompting complemented the basic prompts, guiding GPT-4o to 

achieve more refined results by structuring the input queries and enhancing the output iteratively. 

The idea generation process followed four key phases, as outlined in Table 2.  

Table 2. Idea generation using SDA with generative AI [4] 

SDA Phase Basic prompting AI-automated prompting 

1. Identification and 

analysis of the 

natural solution in 

ecosystem exposed 

to environmental 

stress (e.g. 

mangroves, 

rainforest, etc.) 

Identify the key components and 

adaptation strategies that help the 

following ecosystems survive in hostile 

environments, and explain how they 

aid survival under environmental stress. 

 

[list all-natural ecosystems that are 

intended to be identified and analysed] 

Basic prompting for phase 1 + 

 

Follow the instructions below: 

1) Revise the prompt to be 

clear, concise and easily 

understood by you. Ask any 

relevant questions needed to 

improve the prompt. 

2) Execute the revised prompt 

upon approval, and provide 

iterative feedback to refine the 

information generated. Ask: 

'Do you agree with the revised 

prompt (please type NO or 

YES)?' If 'NO', ask for more 

detail to refine the prompt. If 

'YES', proceed to provide the 

answer, and then ask: 'Do you 

want more [e.g. information, 

ideas, examples, etc] (please 

type MORE) or go to the next 

step (type NEXT)?' If 'MORE', 

suggest 5 more [e.g. 

information, ideas, examples, 

etc] and repeat the feedback 

question. If 'NEXT', ask: 

'What else can I assist you?' 

Wait for the feedback. If I give 

you an inquiry, you repeat 

instructions 1 to 2 above until 

the job is done.  

2. Extraction of 

natural solution 

principles 

Based on the adaptation strategies 

identified, distil abstract, non-

biomimetic principles that capture the 

essence of how these ecosystems 

survive in hostile environments. Name 

these principles succinctly, ensuring 

they are generalized enough to apply 

across different engineering challenges. 

3. Ideas generation 

with nature-

inspired principles 

to solve 

the problem 

Using the extracted inventive 

principles, generate 5 ideas that address 

the sustainable process design 

challenge to the following problem. 

Ensure that the ideas are distinct and 

not direct copies of natural processes. 

 

[Describe the problem and the desired 

result] 

4. Concepts 

generation 

Create 5 inventive solution concepts by 

combining different complementary 

ideas to address the problem. These 

solution concepts should offer 

comprehensive solution approaches 

that incorporate various elements to 

enhance useful action and mitigate 

harmful effects. 
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In Phase 1, GPT-4o was prompted to identify and analyse adaptation strategies within 

selected ecosystems. The initial basic prompts were designed to elicit information about the 

ecosystem components and their survival mechanisms. The AI-automated prompting then 

provided additional structured steps, enabling GPT-4o to iteratively refine the prompts based on 

feedback, ensuring a deeper and more accurate understanding of each ecosystem’s adaptation 
strategies. 

In Phase 2, the focus shifted to extracting natural solution principles from these adaptation 

strategies. GPT-4o was directed to distil these principles into abstract, non-biomimetic forms 

that could be applied across various engineering contexts. The AI was prompted to avoid direct 

copying of natural components and instead translate the underlying inventive principles into a 

generalised format that could inspire innovative solutions. 

Phase 3 involved using these nature-inspired principles to generate specific solution ideas 

addressing the sustainable process design challenge outlined in the case study. GPT-4o was 

directed to use these principles to produce a diverse range of ideas, generating up to 50 ideas to 

address the problem. These ideas were then evaluated using the criteria outlined in Section 3.3. 

In the final phase, GPT-4o was tasked with creating inventive solution concepts by 

combining complementary top-scoring ideas from phase 3. These concepts incorporated various 

elements to enhance beneficial actions and mitigate harmful effects, aligning closely with 

sustainability goals. In this study, GPT-4o was asked to create up to five solution concepts to 

address the problem. To ensure consistency and minimise variations in AI responses, both 

generation and evaluation of the idea were conducted on the same day and at the same time. 

3.3  AI-generated Solution Idea Evaluation 

The AI-generated solution ideas were evaluated by both AI and human experts using metrics as 

shown in Table 3.  The definitions and rationale for these criteria were derived from the literature 

[3, 10, 11]. A total of 50 solution ideas for the case study were assessed using these metrics on a 

scale of 0 to 2. 

• AI self-evaluation – ChatGPT was asked to evaluate its solution ideas. 

• Human-assisted evaluation – Two experts, specialising in process engineering and database 

system engineering, were trained to perform a manual evaluation of the solution ideas 

independently. 

Table 3. Assessment criteria for generated solution idea  

Parameter Description Rating scale 

Novelty -  assesses the uniqueness of the solution idea from existing solutions 

• Originality The solution introduces a unique 

approach that is not found in 

existing solutions, such as those 

found in patent databases, 

published articles, and other 

sources 

0 -  Not novel (common or existing 

solution) 

1 -  Moderately novel (introduces 

some new aspects) 

2 -  Highly novel (completely new or 

unique) 

• Inventiveness The solution combines existing 

concepts in new ways 

• Paradigm shift The solution transforms existing 

norms, conventions, or models 
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Feasibility - evaluates the viability of implementing the solution idea 

• Technical 

viability 

The necessary technologies and 

resources are available for 

implementation 

0 -  Unviable (highly impractical) 

1 -  Moderately feasible (possible but 

requires effort) 

2 -  Highly feasible (easily 

implementable) 
• Financial 

viability 

The solution has reasonable cost 

implications compared to the 

expected benefits 

• Scalability The solution can be effectively 

adapted for large-scale or varying 

needs 

Usefulness - measures the solution idea's potential to address the identified problem effectively 

• Effectiveness The idea directly addresses the 

core issues 

0 -  Useless (does not address the 

problem) 

1 -  Moderately useful (resolves a few 

issues) 

2 -  Highly useful (completely 

addresses the problem) 

• Practicality The solution is applicable in real-

world settings or targeted process 

• Relevance The solution meets the 

expectations or needs of users  

Sustainability - estimates the environmental, social and economic impact of the solution idea 

• Environmental 

impact 

The solution minimises harm to 

the environment 

0 -  Unsustainable (significant 

negative impacts) 

1 -  Moderately sustainable (minor 

negative impacts) 

2 -  Highly sustainable (major 

positive impacts) 

• Social impact The solution contributes positively 

to social well-being 

• Economic 

impact 

The solution provides economic 

benefits and promotes financial 

stability 

 

To assess the level of agreement between AI and human evaluators, Cohen’s Kappa [15] was 

used to measure inter-rater agreement between individual human evaluators and GPT-4o. This 

statistic provides insight into how consistently the AI ratings align with each human rater 

independently. Additionally, Fleiss’ Kappa [16] was applied to evaluate overall agreement 

across all evaluators, including GPT-4o and the two human experts, thereby offering a 

comprehensive measure of consensus. These analyses help quantify the reliability of the AI’s 
evaluations in comparison to human judgments across the assessment categories. 

Table 4. Interpretation of kappa values [17] 

Kappa value Agreement reliability 

≤0 No agreement 

0.1 –  0.20 Slight Agreement  

0.21 – 0.40 Fair Agreement 

0.41 – 0.60 Moderate Agreement 

0.61 – 0.80 Substantial Agreement 

0.81 – 1.00 Almost Perfect Agreement 
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4 Results and Discussion 

4.1  Idea evaluation 

Figure 1 compares AI-driven and human expert evaluations across four criteria: novelty, 

feasibility, usefulness, and sustainability. Overall, the results show a strong alignment between 

AI and human assessments, particularly in feasibility, usefulness, and sustainability, supporting 

GPT-4o as a preliminary evaluation tool where human judgment is resource-intensive. A notable 

difference appears in novelty, where AI-rated ideas are higher than human evaluators. This 

suggests that GPT-4o perceives greater originality, likely due to its ability to draw upon a vast 

dataset and combine existing concepts in new ways. In contrast, human experts may apply 

stricter criteria, expecting more distinct deviations from conventional solutions. This divergence 

underscores a need for refinement to bring AI’s novelty assessments closer to human standards. 
These results imply that, while AI can be a valuable asset for initial assessments, human input 

remains essential for a more nuanced understanding, particularly in the evaluation of novelty. 

 

 
Fig. 1. The average evaluation rating of generated ideas: AI vs human 

To further illustrate these findings, Table 5 presents a sample of ideas generated by GPT-4o 

to address the challenges in the case study, along with their practical implications. The table 

compares AI and human expert evaluations across key assessment categories. Overall, the results 

reveal a high level of alignment between AI and human evaluations, with closely matching 

ratings in most areas, except for novelty, where some discrepancies were observed. This outcome 

underscores GPT-4o’s potential as an effective preliminary evaluation tool. While AI closely 

mirrors human assessments in feasibility, usefulness, and sustainability, the differences in 

novelty indicate that human expertise remains essential for nuanced judgment. These findings 

highlight the value of a hybrid approach that combines AI-driven assessments with human 

insights, particularly for evaluating aspects such as originality, inventiveness, and paradigm 

shift. 

Table 6 presents the inter-rater agreement across key assessment categories using Cohen’s 
Kappa and Fleiss’ Kappa. Overall, the strongest alignment is observed in sustainability, 

particularly in the environmental and social aspects, where Cohen’s Kappa values show higher 
consistency. In contrast, lower agreement scores are found in novelty, especially for originality 

and inventiveness, indicating differences in how AI and humans assess uniqueness. Fleiss’ 
Kappa values confirm this trend, showing that sustainability has the highest overall agreement, 

while novelty displays more variability. These results suggest that GPT-4o aligns well with 

human assessments in endurance-related aspects but may require refinement in evaluating 

novelty. 
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Table 5. Generated idea examples and practical implications for case study according to AI and Human 

ratings on novelty (N), feasibility (F), usefulness (U), and sustainability (S) (in fragment) 

ID Idea 

description 

Practical 

implication 

Rated 

by 

N F U S Total  
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1 Use 

biodegradable 

frothing 

agents that 

break down 

naturally after 

use 

Reduces 

chemical 

pollution in 

discharge 

water  

AI 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 8 

Human 

rater 1  

1 1 1 1 2 1 1 1.33 1 2 2 1.67 2 2 2 2 6 

Human 

rater 2 

0 0 0 0 1 1 1 1 1 2 2 1.67 2 2 2 2 4.67 

… … … … .. .. ..  .. .. ..  .. .. ..  .. .. .. .. .. 

50 Implement a 

multi-stage 

flotation 

process 

Reduce 

chemical 

dosages 

and 

enhance ore 

recovery 

rates 

AI 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 7 

Human 

rater 1  

0 0 0 0 2 2 2 2 2 2 2 2 2 2 2 2 6 

Human 

rater 2 

0 0 0 0 2 1 2 1.67 2 2 2 2 2 2 2 2 5.67 

 

Table 6. Inter-rater agreement among raters on novelty (N), feasibility (F), usefulness (U), and 

sustainability (S) using Cohen’s kappa and Fleiss’ kappa 

Ratings 

Cohen’s kappa value 
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AI – Human rater 1 0.160 0.022 0.239 0.393 0.517 0.506 0.407 0.638 -0.056 0.396 0.558 0.694 

AI – Human rater 2 0.093 -0.057 0.153 0.132 0.322 0.330 0.225 0.260 -0.056 0.396 0.457 0.390 

Human rater 1- Human rater 2 0.680 0.701 0.696 0.651 0.786 0.737 0.675 0.485 0.728 0.811 0.779 0.336 

Fleiss’ kappa value (Overall) 0.191 0.164 0.212 0.362 0.541 0.471 0.442 0.464 0.250 0.556 0.606 0.481 
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4.2 Limitation and Future Work 

This study demonstrates GPT-4o's effectiveness as a preliminary evaluation tool, though some 

limitations are evident. The AI showed discrepancies in assessing novelty, possibly due to its 

limited ability to fully interpret human standards for uniqueness. Additionally, the reliance on a 

single AI model and a specific case study restricts the generalisability of the findings, as results 

may vary with different models or contexts. The limited sample of two human experts for 

comparison also suggests that a larger, more diverse panel would provide a more comprehensive 

benchmark for AI assessments. Furthermore, the solution-driven approach (SDA) used in this 

study employed AI-automated prompting, where ChatGPT revised each prompt based on user 

instructions. While effective, this iterative process requires manual confirmation at each step. In 

the future, developing a system like a large language model (LLM) prompter could automate this 

refinement, reducing manual intervention and improving efficiency. 

Future research could explore other AI models and apply the evaluation framework to 

multiple case studies to broaden the scope of findings. Integrating AI tools trained on creative or 

sustainability-specific datasets might improve AI’s accuracy in evaluating subjective criteria like 

originality. Furthermore, a hybrid evaluation model that combines AI with a larger, diverse panel 

of human experts could enhance understanding of AI-human alignment, particularly in complex 

areas such as originality and paradigm shifts. Expanding stakeholder involvement to include 

sustainability practitioners and domain experts could also enhance the applicability of AI-based 

evaluations in sustainable process design. 

5 Conclusion 

This study finds that GPT-4o can autonomously evaluate its generated ideas, showing strong 

alignment with human assessments in feasibility, usefulness, and sustainability. However, 

discrepancies in novelty assessment indicate that human expertise is essential for nuanced 

judgments on originality, inventiveness, and paradigm shift. These results demonstrate that GPT-

4o can function as a preliminary evaluation tool, but combining AI-driven assessments with 

human insights provides a more robust framework. This study suggests that while GPT-4o aligns 

well with human evaluations in most criteria, further refinement is needed for novelty 

assessments. Future research should explore broader applications of AI in sustainable innovation 

and focus on refining AI models to improve alignment in subjective evaluations like originality. 
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Abstract. There are numerous relationships between products in retail. Under-
standing these relationships is particularly valuable for optimizing e-commerce,
master data management, and marketing, among other applications. However,
these relationships are often not explicitly known. In this work, we address the
problem of automatically detecting a wide range of product relationships within
the food segment. To achieve this, we provide a detailed specification of relation-
ships specific to food products. Additionally, we describe multi-class classification
models for automatically determining these relationships.

Keywords: Product Relations, Product Matching, Machine Learning

1 Introduction

Retail companies often manage data for hundreds of thousands, and sometimes millions,
of products in their information systems. Understanding the relationships between dif-
ferent products is crucial for maintaining and utilizing this product data across various
functional areas of the company. There are many types of relationships. For example,
two products may be considered related if they share the same brand and content but
differ in package size, or if they share the same brand, content type, and quantity but
come in different flavors. Many other types of relationships are also of interest.

Knowledge about product relationships can be leveraged in various ways to support
retail business processes. For example, certain relationships may be useful in sales to
recommend complementary products, such as accessories or those that present an up-
sell opportunity. Product recommendations are a key tool in online stores for boosting
sales. Competitive pricing analysis, on the other hand, requires a detailed comparison of
product prices between competitors. To perform such an analysis, one must first identify
the products to compare, which involves determining the relationships between products
in the assortments of both competitors. In master data management, these relationships
can simplify or even partially automate the maintenance of master data. For instance, the
process of creating new product records can be facilitated by suggesting attribute values
from similar products, and significant discrepancies in these attributes might indicate
potential errors. Thus, understanding product relationships can enhance the quality of
product data. The relationships are also important when constructing product graphs.
A product graph is a knowledge graph that represents products and their relationships
in an organized manner. It is typically stored in a graph database.

Many existing information systems, such as those for enterprise resource planning,
product information management, space planning, and online shopping, already offer
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functionality to maintain such relationships. In some cases, these relationships are repre-
sented through specialized product types, such as bills of materials, sales sets, displays,
generic articles, or product variants. However, maintaining these relationships often re-
quires manual input in the systems, which is prone to errors.

In this paper, we propose a machine learning (ML)-based approach to automatically
determine relationships between products. Due to the variety of products and the result-
ing complexity of the problem, we focus solely on food products. The paper is structured
as follows: In the next section, we provide an overview of recent work on identifying
product relationships. Afterwards, we define several types of relationships. In Section 4,
we introduce various multi-class classification models for their automatic determination.
The subsequent section presents experiments comparing the performance of these models.
Finally, we summarize key findings and offer suggestions for future research.

2 Related Work

Data matching involves comparing data sets from different sources to identify identical
entities. In product matching, the focus is specifically on comparing product information
to recognize the same product despite differences in representations. Christen’s book [1]
provides a general overview of the topic and explains key procedures that are also used
in this work.

The research field of product matching has developed considerably in recent years,
particularly through the use of machine learning. While older works, such as Bezu et
al. [2], determine the similarity between products using string-based methods or by com-
paring word frequencies, ML models have proven to be much more powerful. Especially
Neural Networks, such as Convolutional Neural Networks and Siamese Networks, have
shown promising results, as demonstrated by Shah et al. [3] and Vilcek et al. [4] who used
latter for duplicate detection. In addition to these advances, the use of multimodal data
is becoming increasingly important. Wilke and Rahm [5] demonstrated that combining
text and image data can enhance product-matching tasks. The WDC product dataset,
developed by Primpeli et al. [6], is a key resource in this area of research. They also
evaluate various machine learning models using this dataset in their study.

Another key development in product matching is using text-based embeddings spe-
cially adapted to the problem domain of products. Work such as that of Tracz et al. [7]
and Peeters et al. [8] showed that the generalization performance can be significantly in-
creased by fine-tuning BERT models with domain-specific product data. Peeters et al. [8]
achieved an F1 score of over 90% by additionally training BERT with large amounts of
product data. The potential of Large Language Models (LLMs) for product matching,
is also currently being explored. Peeters and Bizer [9] found that LLMs achieve strong
zero-shot performance in product matching, comparable to language models trained on
thousands of examples.

While most research focuses on recognizing identical products, other approaches focus
on identifying similar products. Zuo et al. [10] developed a product recommendation
system based on a Siamese Neural Network that divides similar products into different
categories.

This work aims to enhance the performance of product relationship classification
and to provide a more detailed definition of these relationships compared to previous
studies, with a focus on relationships tailored to the food sector. The Schema.org [11]
and GS1 [12] ontologies define several attributes for modeling relationships between prod-
ucts. Schema.org defines relationships such as isSimilarTo, isRelatedTo, IsAccesscoryOrS-
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parePart, IsConsumableFor, PredecessorOf and SuccessorOf. However, the meanings of
these relationships are specified only in broad and abstract terms, which allows for flexibil-
ity but also introduces ambiguity. GS1 provides a similar yet different set of relationships
within its GS1 Web Vocabulary [12]. While Schema.org tends to define more abstract
relationships, GS1 offers a more refined structure focused on the specifics of supply chain
and B2B operations. Relationships such as equivalentProduct, primaryAlternateProduct,
dependentProprietaryProduct, replacedProduct, and replacedByProduct support more spe-
cific use cases, particularly in the context of retail and manufacturing.

3 Specification of Product Relationships

Based on the specifications provided by Schema.org, we now give an extended and more
detailed specification of the relationships between food products.

Given a set of food products P , each product p ∈ P is described by a set of properties
A. Each product relation is a subset R ⊆ P ×P . The problem considered in this paper is
to decide whether (p, q) ∈ R for two products p, q ∈ P , p ̸= q based on various product
properties. Our specification of product relationships is based on the following properties:
brand, type, content, packaging, refill bag, and use. The type of a product corresponds
to the category to which the product is assigned. In addition, the Global Trade Item
Number (GTIN) is a property that can be used to determine identical products. All in
all, we distinguish the following relations:

SameAs/SameAs:DiffPackaging The symmetric relation SameAs is used to group
identical products together. The relationship p SameAs q is valid if the data records
p and q describe the same product. Such a relationship can be identified using the
GTIN, if available. The brand, type, content, and packaging of products must also
match. This means that p.Brand = q.Brand, p.Type = q.Type, p.Content = q.Content
and p.Packacking = q.Packacking. If two products p and q only differ in their pack-
aging size or packaging type, it holds p SameAs:DiffPackacking q.

IsConsumableFor The asymmetric relation IsConsumableFor describes which prod-
ucts serve as consumables for other products. Although this relationship is rare in
the food sector, it can be used for products such as refill packs. If p IsConsumableFor

q, we have p SameAs:DiffPackacking q and p.IsRefillBag = TRUE.
isVariantOf/isVariantOf:DiffPackaging The symmetric relation IsVariantOf is used

if products of the same brand and type slightly differ in content, e.g. concerning flavor,
consistency, or formulation. The packaging of both products only differs in print. The
shapes and sizes are the same. This means that p.Brand = q.Brand, p.Type = q.Type,
p.Content ≈ q.Content, p.Packacking ≈ q.Packacking. If products differ in packaging
or size in addition to the variant it holds p isVariantOf:DiffPackacking q.

IsRelatedTo/IsRelatedTo:Brand:DiffType/IsRelatedTo:Usage The relation Is-

RelatedTo specifies product relationships independent of brand, type, and content.
A specialization of this symmetric relation is IsRelatedTo:Usage, which relates prod-
ucts frequently used together. In this work, we checked ingredient lists of recipes to
determine these product relationships automatically. If ingredients p and q are often
listed together, we assume p IsRelatedTo:Usage q. This approach only considers a
part of all possible relationships based on the usage of products. If two products
p and q have the same brand but different content (p.Type ̸= q.Type) it holds p

IsRelatedTo:Brand:DiffType q.
IsSimilarTo/IsSimilarTo:DiffPackaging The symmetric relation IsSimilarTo defines

relationships between products of different brands. But related products have the
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same type and similar content. The content only differs in flavor, consistency, or for-
mulation. The volume of the packaging is nearly the same. Therefore, if p.Brand ̸=
q.Brand, p.Type = q.Type, p.Content ≈ q.Content and p.Packacking ≈ q.Packacking
it holds p IsSimilarTo q. If the packagings differ significantly, it holds p IsSimi-

larTo:DiffPackaging q.

Other product relationships are also important but not considered here. For example,
the replacement of a product p by a product q in the manufacturer’s assortment.

In the following, we focus on the relationships SameAs, IsVariantOf, and IsSimilarTo.
The specification discussed in this section is the foundation for our label policy, which
we used when annotating the training data.

4 Model Development

Based on the specification in Section 3 a procedure for the automated determination
of the product relationships was developed. It consists of three steps: 1. Data Prepa-
ration, 2. Blocking, and 3. Multi-Class Classification of Product Relationships. These
steps are explained in more detail in the next subsections. Both text data, such as name,
description, and categories, and image data were utilized.

The primary data source is a web crawler that extracts products and their corre-
sponding attributes from German online stores, focusing on those selling food products.
After applying filters for attribute completeness and ensuring only food products were
included, a total of 107 568 products from seven online shops were retained. The rela-
tionships between products should be identified independently of the online stores, which
led to challenges due to the varying structures and taxonomies of the stores, such as dif-
ferences in naming conventions and product categories. Table 1 shows an example of the
text data used for the model development. Additionally, data from the ERP system of a
retail company about internal product relations (such as displays and price groups) was
available for this work.

Attributes Product p (Shop A) Product q (Shop B)

name Coca-Cola Zero Sugar 0,33l Coca-Cola Zero 0,33L

description Coca-Cola Zero Sugar. Keine
Kalorien. Null Zucker. Für alle Coke
Liebhaber ...

Kalorienfreies, koffeinhaltiges
Erfrischungsgetränk mit Pflanzen-
extrakten, mit Süßungsmitteln ...

categories Getränke & Genussmittel, Soft
Drinks, Cola

Startseite, Lebensmittel, Getränke

brand Coca Cola Coca Cola

Table 1. Attribute values of a product from different online shops.

4.1 Data Preparation

Text-based attributes were processed by removing special characters and stop words.
We segmented the product names to extract attributes such as brand, packaging size,
and packaging volume. For this purpose, we trained a Named Entity Recognition (NER)
model using data labeled by ChatGPT 3.5, followed by manual validation. To support
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further processing, we performed feature extraction to vectorize both text and image
data. For text data, we tested three different embedding models: the BERT model bert-
base-german-uncased [13], the SBERT model distiluse-base-multilingual-cased-v2 [14],
and the OpenAI model text-embedding-3-small [15]. Image data was vectorized using a
pre-trained ResNet50 model [16]. All embeddings were stored in a vector database, and
their impact on performance is discussed in Section 3.

4.2 Blocking Strategy

Our objective is to identify all specified product relationships for a given product p ∈ P . In
a naive approach, pmust be compared with |P |−1 other products. For some relationships,
the number of comparisons can be heuristically reduced. Therefore, we implemented a
blocking algorithm as proposed in [1]. Products are categorized by their Type and Brand

attributes, utilizing the Global Product Classification (GPC) [17] system to map the
product type. We utilize a fine-tuned pre-trained BERT model that assigns products
to their respective GPC brick codes with an F1 score of 0.91. The training data for
this model was provided by our retail partner. If the result set of the blocking algorithm
contains more than 100 items, an Approximate Nearest Neighbor [18] algorithm is applied
to narrow it down based on feature vectors. With this approach, we reduce the average
number of products in the candidate set for a product considerably, while retaining 80%
of all ground truth matches evaluated based on product pairs having the same GTIN.

4.3 Multi-Class Classification of Product Relationships

The product relationships SameAs, IsVariantOf, and IsSimilarTo are determined auto-
matically using machine learning models, as well as a model based on attribute similar-
ities. If the relationship between the two products does not belong to one of the three
relationships mentioned before, it is assigned to the class NotSpecified.

The attribute-based method uses vector representations of the product attributes
name, description, categories, and image. Based on these vectors the cosine similarity
of the attribute values is calculated. The total similarity is determined by weighting the
attribute similarities according to

sim(p, q) =

∑
n

i=1
wi · sim(p.Ai, q.Ai)∑

n

i=1
wi

.

A weight wi ∈ [0; 1] expresses the relevance of attribute Ai, 1 ≤ i ≤ n. Threshold values
were determined to assign the product pairs to their corresponding relationships.

Random Forest (RF) [19] and Siamese Neural Network (SNN) [20] were considered for
the ML-based classification of product relationships, receiving the concatenated vector
representations of all text attributes as input. In addition, a hybrid approach using image
data was explored. In the case of SNN, two text embeddings from different products are
processed through a shared dense layer with 1 024 neurons to extract features. The two
outputs are combined for the classification using a softmax function in the last layer,
with categorical cross-entropy as the loss function.

With rule-based algorithms, we can further determine the sub-relations. The Diff-

Packaging specification is applied after identifying the corresponding general product
relationships by comparing the packaging sizes extracted from the product names. For
the product relationship IsConsumableFor, the SameAs relationship must first be deter-
mined, and the product name is then checked for indicators of refill packs. The product
relationship IsRelatedTo:Brand:DiffType is established by analyzing products of the same
brand that are of a different type.
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5 Experiments

As described in Section 4.3 we implemented several multi-class classification models for
the determination of the four main product relationships SameAs, IsVariantOf, IsSim-

ilarTo, and NotSpecified. The models were evaluated with a series of experiments. The
performance of the blocking procedure and the rule-based determination of the relation-
ships such as IsConsumableFor are not considered in the experiments.

5.1 Datasets

Product pairs from the web crawler dataset were manually labeled to train the models.
The used labeling policy is based on a subset of the product relationships described
in Section 3. The SameAs relationship was labeled automatically by comparing GTINs,
yielding 45 093 product pairs. The relationships IsVariantOf and isSimilarTo were labeled
3 502 and 1 751 times, respectively. The data for the NotSpecified class was generated by
randomly selecting product pairs with different GPC brick codes.

Dataset SameAs IsVariantOf IsSimilarTo NotSpecified Total

small ds 1 700 1 700 1 700 1 700 6 800

middle ds 3 000 3 000 1 751 3 000 10 751

large ds 5 000 3 502 1 751 5 000 15 253

Table 2. Dataset statistics regarding sizes and distribution of product relationships

Three datasets of varying sizes were created from the labeled data to evaluate the
impact of training data size on model performance. Due to the high manual effort re-
quired to label the isVariantOf and IsSimilarTo relationships, a smaller amount of data
is available for these classes, leading to unevenly distributed datasets. An analysis of the
GPC classes in the largest dataset, which contains 21 245 unique products, revealed that
most products are categorized under alcoholic beverages (17%). Other frequently rep-
resented categories include sweets (11%), non-alcoholic ready-to-drink beverages (10%),
herbs/spices/extracts (5%), and sauces/spreads/dips/seasoning sauces (5%). In total, 67
distinct GPC classes were identified.

5.2 Results

Our models for classifying the four main product relationships were evaluated in a series
of experiments. The results are presented in Table 3.

Our baseline is a simple model based on attribute similarities (AS). It serves as a
starting point for our analysis. As shown by experiment E1 it achieves an F1 score of
0.69 on the classification task. Identical weights were used for the attributes. In model
ASw, the name and image attributes were weighted five times more heavily than the
description and categories leading to improvements in classification. For both models,
the threshold values were 0.8 for the SameAs relationship and 0.5 for IsVariantOf and,
if the brand is different, 0.5 for the IsSimilarTo relationship.

In addition, various ML models with different parameters were examined. All models
were trained with 80% of a dataset and evaluated with the remaining 20%. The first
experiments used Random Forest models configured with 300 trees, with a minimum
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Parameters Weighted Macro
Exp. Model Embedding Data Attributes Prec. Rec. F1 Prec. Rec. F1

E1 AS openai small ds ndci 0.71 0.68 0.69 0.71 0.68 0.69
ASw openai small ds ndci 0.78 0.74 0.75 0.78 0.74 0.75

E2 RF bert small ds ndcb 0.79 0.78 0.78 0.79 0.78 0.78
RF bert middle ds ndcb 0.82 0.81 0.81 0.82 0.80 0.81
RF bert large ds ndcb 0.86 0.85 0.85 0.87 0.81 0.83

E3 RF sbert large ds ndcb 0.86 0.86 0.85 0.86 0.82 0.83
RF openai large ds ndcb 0.86 0.86 0.86 0.87 0.82 0.84

E4 RF openai large ds nd 0.77 0.76 0.76 0.79 0.71 0.73
RF openai large ds ndcbi 0.85 0.84 0.84 0.85 0.79 0.81

E5 SNN openai large ds ndcb 0.84 0.83 0.84 0.82 0.81 0.81
SNN sbert large ds ndcb 0.84 0.84 0.84 0.83 0.81 0.82

Table 3. Experimental results concerning the classification of product relationships. For each
experiment, the metrics precision, recall, and F1 score are calculated. The column Model shows
the model types (AS: model based on (weighted) cosine similarities of attributes, RF: Random
Forest, SNN: Siamese Neural Network). The column Embeddings specifies the used embedding
model. The column Data shows the used dataset. The column Attributes lists the attribute
combination used in an experiment (n: name, d: description, c: categories, b: brand, i: image).

size of 1 for leaves and 5 for splits. In the experiment E2, the influence of the dataset
size was investigated. It was shown that increasing training data is directly related to
improved classification performance. In the experiment E3, the impact of different em-
bedding models on classification was investigated. The best result was achieved by the
Openai model in combination with the largest dataset with an F1 score of 0.86. The
influence of different combinations of attributes as input to the model was then tested in
experiment E4. Here it was shown that using all text attributes delivered the best results,
while adding image data did not bring any general improvement. In the final experiment,
Siamese Neural Networks were evaluated for the classification task. The models were
trained with an Adam optimizer over 12 epochs with a batch size of 32. Compared to
the RF models, they achieved slightly weaker results with F1 scores of 0.84.

6 Conclusion

In this work, various relationships between food products were defined. Three approaches
were implemented and tested to classify these product relationships: an attribute-based
method, a Random Forest classifier, and a Siamese Neural Network. The machine learning
models achieved F1 scores of approximately 0.85 for classifying the product relationships
SameAs, IsVariantOf, and IsSimilarTo. Initial experiments on converting the multi-class
classification problem into a binary problem, by using one classification model for each
relationship type, showed that this method could further improve the recognition of
individual product relationships.

Future research could explore leveraging large language models to classify the de-
fined product relationships more effectively. Expanding the training dataset, either by
increasing its size or incorporating additional attributes such as ingredient lists, presents
a promising direction for improving the system’s accuracy and generalizability. More-
over, assessing the performance of the overall process - particularly the reduction of the
candidate set through the blocking procedure - remains an important area for further
experimental investigation.
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Abstract. This paper investigates the integration of generative AI into the de-
sign thinking process, particularly through ChatGPT, and evaluates its potential
and limitations in consulting practice. By developing an app that uses SAP tech-
nologies and the OpenAI API, a new form of collaboration between humans and
AI is made possible. The study illustrates how such systems can support design
thinking sessions through the automated creation of personas and user stories. De-
spite technical challenges and the need for further optimization, the study shows
a promising area for future research and practical applications in consulting.

Keywords: Large Language Models, AI chatbots, ChatGPT, GPT, Design Think-
ing, Consulting, SME, Case Study

1 Introduction

In recent years, the integration of artificial intelligence (AI) into various business processes
has attracted significant attention [1, 2]. In business and IT consulting, Design Thinking
(DT) has established itself as a systematic, future-oriented problem-solving approach that
promotes innovation and creativity by placing the user at the center of the design process
[3–6]. However, the consulting process with DT faces various challenges, including the
balance between structure and creativity [7], and scalability remains a significant issue
due to the intensive customer dialogue required, leading to high personnel costs [8, 9].

This paper explores the use of generative AI, specifically Large Language Models
(LLMs) such as ChatGPT, to improve and automate the DT process in business and IT
consulting. The primary focus of this paper is on the technical implementation in practice
and the insights gained from the integration of AI-based chatbots, with a particular
emphasis on automating consulting sessions through the integration of LLMs to facilitate
different phases of the DT process, thereby enhancing the efficiency and scalability of the
methodology. To that end, this paper addresses the research question: ”What challenges

can arise when implementing LLM-based chatbots in the DT process of consulting firms?”

In the following, we review key studies to provide context for integrating LLM-based
chatbots into the DT process. Next, we introduce the LLM-based chatbot application
designed for automated DT consulting, leveraging SAP technologies and the OpenAI
API, and examine its use within a case study. Finally, we discuss the challenges faced
during design and implementation, leading to our conclusions.

2 Related Work

Recent work such as [10] highlights an increasing focus on preparing future designers
for human-AI collaboration. Research emphasizes the potential of AI in generating user-
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centered design artifacts, such as personas and user stories, which are essential tools in
DT [3]. However, while the use of AI for these purposes is growing, its specific role and
challenges in consulting processes remain underexplored [11].

First efforts have demonstrated the potential of AI in DT. Harwood’s CHAI-DT
framework, for instance, integrates models like GPT into creative processes, combining
fixed and flexible instructions to support human-AI collaboration [12]. York’s research
[13] extends this, showing GPT’s capability to generate design artifacts, underscoring its
role as a creative tool across various stages of user experience (UX) design, while Goel et
al. highlight its value for both experienced and novice designers in persona creation [10].

Regarding business consulting, LLM-based chatbots, such as those powered by GPT,
have gained traction as well. Thus, Harwood’s work also shows how LLM can enhance
creativity and productivity in team settings, facilitating co-creation and problem-solving
[12]. Platforms like StoriesOnBoard.com showcase AI’s integration into product develop-
ment, improving the efficiency and quality of user stories and acceptance criteria [14].

These examples illustrate the potential of AI to enhance and optimize processes in
both design and business consulting by blending human expertise with AI-driven effi-
ciency. However, a significant drawback of all these approaches is that they cannot be
executed within an automated consulting session. They are not suitable for use by an
unprepared or uninstructed costumer.

3 LLM-based Chatbot for Automated DT Consulting

Starting point of this research is the case of a German business and IT consulting company
specialized on SAP technologies. Based on expert interviews conducted during the study,
it was found that industry professionals view the greatest potential for AI in the early
DT phases where personas and user needs are identified, confirming the literature.

To that end, we have developed an LLM-based chatbot app that leverages SAP tech-
nologies and the OpenAI API (GPT-4) to automate parts of the DT process by guiding
customers through a consulting session that generates actionable personas and user sto-
ries without the need for human consultants or prior training. This enables consulting
firms to conduct sessions with many participants without facing capacity constraints.

The chatbot gathers input from clients step-by-step, focusing on business challenges,
processes, and stakeholders, and generates personas and user stories aligned with the
input provided. Consultants use an admin mode to review and control which results are
shared with clients, ensuring both data privacy and quality.

The system’s goal is to first gain context information—such as industry, company
size, business processes, and challenges—through a structured conversation using the
5-Why-method by [15]. Once the required inputs are gathered, the chatbot generates
personas and user stories in the background, keeping them hidden from the customer
to give consultants control over the results and protect sensitive information during
interactions.

3.1 System Architecture

The chatbot’s architecture was designed on the SAP Business Technology Platform
(BTP), integrating with OpenAI’s API (GPT-4) for natural language processing. Fig. 1
provides an overview of the system’s core components: the Approuter, a Node.js back-
end using SAP Cloud Application Programming Model (CAP), and an SAP UI5-based
frontend.
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Fig. 1. Architecture showing the main components and services on SAP BTP Cloud Foundry

1. Approuter: The Approuter serves as the entry point for all HTTP requests. It
handles routing and security, ensuring that user requests are securely forwarded to
backend services. Integration with SAP Identity Authentication adds another layer
of security, regulating user access.

2. Backend (CAP Node.js): The backend is built using the SAP Cloud Application
Programming Model (CAP) in Node.js. It manages business logic, interacts with
the SAP HANA Cloud Database for data storage and retrieval, and connects to
the OpenAI API for generating content such as personas and user stories. CAP’s
framework allows efficient, real-time data processing and seamless integration with
other components.

3. Frontend (SAP UI5): The frontend is developed using SAP UI5, providing a
responsive and user-friendly interface for interaction. SAP Fiori design principles are
applied to maintain consistency and enhance usability. The UI5 app communicates
with the backend using OData protocols, ensuring smooth data exchanges and a
streamlined user experience.

4. Messenger Module: This module forms the core of the system and consists of the
SAP UI5 app on the frontend and the CAP Node.js service on the backend. It handles
user inputs, interacts with the OpenAI API for content generation, and ensures all
user interactions are stored in the SAP HANA Cloud Database for future reference.
This modular design allows for flexibility, enabling the chatbot to support diverse
DT workflows.

5. SAP HANA Cloud Database: The SAP HANA Cloud Database is used as the
persistence layer, allowing for real-time data storage and retrieval. Its in-memory
architecture ensures fast data processing, which is essential for the chatbot’s efficient
response times and overall performance.

To ensure robust and consistent performance that minimize technical challenges as-
sociated with integrating LLMs into business processes, ChatGPT (GPT-4 by OpenAI)
was selected over other LLMs at the time of the study due to following factors:

– Proven Performance: GPT-4 consistently delivers high-quality, context-aware re-
sponses in natural language generation tasks [16].

– API Integration: OpenAI provides an easy-to-integrate API, which is crucial for
seamless implementation with SAP CAP and SAP UI5 frameworks [17].
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– Widespread Usage and Community Support: OpenAI has a large user base and
active community, providing resources and support for troubleshooting and system
improvement [18, 19].

– Data Security: OpenAI’s API provides generative AI capabilities while ensuring
data security through encryption and compliance with industry standards such as
SOC 2 [20]. OpenAI guarantees that user data is not used for model training, aligning
with strict data privacy regulations, especially in B2B consulting environments.

This architecture leverages modern cloud technologies to deliver a scalable and secure
solution, optimizing DT consulting sessions in a business context.

3.2 Prompt Engineering

Precise prompt Engineering is crucial for optimizing interactions with LLMs like GPT-4
to ensure relevant and coherent outputs, handling the variability in AI responses, and
ensuring data privacy and security. In addition, it requires careful tuning of parameters
such as temperature and frequency penalty to optimize performance. In the context of
the DT chatbot, prompts were carefully designed to elicit precise responses, focusing on
principles such as clear instructions, reference texts, and breaking down complex tasks
[21]. Some of these key principles are as followed:

– Clear Instructions: LLMs require explicit prompts to generate relevant responses.
The chatbot is designed to operate solely within the DT context, minimizing errors
and ensuring focus.

– Reference Texts: Providing sample personas and user stories helps guide the model’s
outputs, aligning them with the specific needs of the DT process [21].

– Breaking Down Tasks: The chatbot follows a step-by-step approach, first gath-
ering context information, defining the challenges/problem with the 5-Why method
and identifying stakeholders, and then generating personas and user stories, focusing
on needs, competencies, and interests. This sequence ensures detailed and relevant
output.

To that end, a baseline prompt was structured to guide the chatbot through the DT ses-
sion, asking for context information and then generating personas. Similarly, the chatbot
generates user stories using a defined structure as seen in the following excerpts.

Baseline Prompt Example to Generate Personas:

Create personas for each stakeholder. Include:

- Name, Role, Needs, Competencies, Interests, Barriers

Example: "User: Extreme; Name: Volker; Role: CSO; Needs: Security."

Structure and Example for a Suitable User Story:

"As a [role], I want to [goal], so that [benefit]."

Example: "As a manager, I want to track progress to report accurately."

3.3 Implementing Consulting Session Automation and Admin Mode

The automation of the consulting session is achieved through a dynamic interplay be-
tween the frontend and backend. Once all necessary input is gathered from the customer,
the frontend app simulates user inputs, triggering the next steps of the session. The
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backend continuously interacts with the OpenAI API, requesting the creation of per-
sonas and user stories in a loop, and automatically storing the generated results in the
background without any user intervention. The results are hidden from the customer,
who only receives a thank-you message at the end, confirming the session’s completion.
This automation speeds up DT sessions, enhancing efficiency without affecting the output
quality.

An admin mode, controlled by a switch in the chat interface, allows flexibility in
displaying the generated results (personas and user stories) to different stakeholders.
Role-based access control checks the user’s role (e.g.”Human” or ”Admin”) upon view
initialization. For users with administrative rights, the switch is enabled, allowing to hide
or reveal specific results from the session. When admin mode is activated, result messages
are hidden from non-admin users, ensuring only authorized personnel can view them.

4 Case Study

A case study was conducted with five participants to verify the results. The problem
concerns the high administrative effort involved in handling company credit cards, par-
ticularly with regard to the allocation of receipts. The case was to develop an IT process
to manage credit cards more efficiently, once using the LLM-based chatbot in the DT
process and once as part of a classic human-only DT process. This resulted in 6 AI-
generated personas and 20 user stories per participant, alongside with 3 human-created
personas and 18 user stories in total, which were compared to assess their structure and
content.

The chatbot successfully produced personas that followed a structured format, in-
cluding details such as user needs, competencies, barriers, and resources. Each persona
included key characteristics relevant to the stakeholder’s role, with distinctions made
between standard users and extreme users. Similarly, the chatbot successfully generated
user stories following the typical format used in agile methodologies, outlining the role,
goal, and reason. The user stories reflected common business needs and focused on spe-
cific tasks or goals that the users aimed to accomplish within the organizational context.
Tab. 1 shows an example comparison of a human- and AI-generated persona as well as
user story.

Overall, in automated LLM-based DT sessions, 14-16 prompts were necessary per
participants to collect the required information. The individual chatbot sessions per par-
ticipant lasted an average of 16.9 mins, with the shortest lasting 10.7 mins and the longest
21.9 mins. The human-only DT session, on the other hand, took an average of 86 mins
per participant, with the shortest session lasting 60 mins and the longest 100 mins.

5 Challenges in Design and Implementation

The design and implementation process revealed several challenges including: a) technical
challenges related to run consulting sessions fully automated and the deployment on SAP
BTP, b) OpenAI API prompt parameter tuning, and c) generating high-quality personas
and user stories.

5.1 Technical Challenges

Ensuring Full Automation of the Session: A major technical challenge was ensuring
that the consulting session with the LLM-based chatbot could operate fully automati-
cally and without errors. The technical complexity arose from determining the precise
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Table 1. Personas and User Stories created during the case study

Personas

Human-created AI-generated

Name: Rita Rührig
Personality: Standard user
Age: 45
Role: Administration
Needs: Security, trust, communication,
openness
Interests: Cooking, traveling, focus on core
business, little involvement in others’ tasks
Skills:

- Sending payments/receipts to DATEV
- Uploading receipts to DATEV (incl.
categorizing as supplier invoice, outgoing
invoice, cash receipt, credit card statement)
- Assigning receipts to incoming/outgoing
payments
- Tracking individual invoices to a payment
item
Barriers:

- Fear of colleagues accepting new workflows

Resources:

- Training/introductions
- Colleagues
- Tax advisor

Name: Uwe Umtriebig
Personality: Extreme user
Age: 35
Role: Administrative employee
Needs: Recognition, autonomy, self-
fulfillment
Interests: Digital transformation, automa-
tion of processes
Skills:

- Very fast in manual data entry
- Always efficiency-minded
- Good knowledge of tax software

Barriers:

- Frustrated by repetitive tasks
- Feels underutilized
Resources:

- Fast keyboard
- Two monitors
- Personal scripts for work facilitation.

User Stories

Human-created AI-generated

As an administrative employee, I want to
send all collected payments and receipts of

all colleagues to DATEV at once, in order
to save effort.

As an administrative employee, I want to
have an interface between the credit card sys-

tem and the tax software, in order to avoid

manual entries and reduce errors.

moment when the transition to full automation should take place. Specifically, this in-
volves identifying when the interactive conversation with the customer has concluded
and all necessary information has been collected, allowing the automated generation of
personas and user stories to begin. At this point, the session must proceed seamlessly,
with the intermediate steps hidden from the client – unlike the preceding conversational
part. To that end, effective backend handling was crucial, as the system needs to contin-
uously parse the OpenAI API responses to distinguish between conversational exchanges
with the customer and the actual results (e.g. personas or user stories) generated by
the model. It would then request the next result from the OpenAI API by sending the
prompt next step. This loop continues until all personas and user stories are success-
fully created and stored, ensuring the customer only sees a message thanking them for
their participation. A message handler is responsible for processing the API responses.
It determines whether a message is a final result (such as a persona or user story), the
end of a session, or a regular response that needs to be displayed to the customer. This
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logic ensures that once the session reaches a certain point, the chatbot can complete all
required tasks autonomously, without further user interaction.

Deployment on SAP BTP: Deploying on SAP BTP was another significant chal-
lenge, especially given the multi-service architecture required for integrating SAP services
with external APIs. The deployment process involved managing smooth interactions be-
tween the frontend (SAP UI5) and backend (CAP) while ensuring robust API communi-
cation and error handling. The complexity of securing API keys, managing user sessions,
and optimizing performance across the cloud infrastructure required thorough testing
and optimization to ensure reliable and scalable deployment.

5.2 Prompt Tuning:

The optimization of the OpenAI API parameters for the DT process proved to be a com-
plex task that required careful analysis and incremental adjustments. Given the absence
of specific training data, we opted against fine-tuning, and instead to focus on optimizing
the available API parameters. Due to the broad scope of this study and resource con-
straints, we did not conduct a comprehensive empirical optimization but adhered to best
practices for parameter tuning to achieve a balance between creativity and contextual
relevance. This resulted in the following parameter settings:

– temperature: The temperature setting played a pivotal role in balancing creativity
and relevance. A value of 0.9 was selected to foster innovative and diverse responses.
Higher temperatures occasionally produced nonsensical or incorrect answers, while
lower values resulted in overly generic responses.

– top p: This value was left at its default setting since the temperature parameter
was already modified to influence the output.

– n: The idea of generating multiple personas and user stories in a single run was
discarded. Without reference to previously generated artifacts, there was a risk of
producing inconsistent or redundant content.

– model: GPT-4 was chosen over GPT-3.5 due to its superior performance and lower
error rate [21].

– frequency penalty: Since the repetition of structural elements is expected when
generating multiple artifacts (e.g., similar format for personas or user stories), no
penalty was applied, and a value of 0 was selected.

– presence penalty: To encourage the introduction of new themes and topics, a
slightly increased value of 0.6 was applied.

The complete final prompt used for the DT sessions, along with detailed parameter
settings, is provided in the Appendix A.

5.3 Personas and User Stories

A notable challenge was ensuring that the chatbot consistently generated high-quality
personas and user stories that aligned with the specific needs of diverse consulting con-
texts. One challenge stemmed from the difficulty users faced when applying the 5-Why
method for problem identification. Although the method is essential in digging deeper
into underlying issues, its automation via GPT-4 sometimes resulted in overly general or
irrelevant responses. This highlighted the need for refined prompt engineering and tuning
to ensure that the chatbot could better grasp and navigate such complex problem-solving
techniques.
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Moreover, the quality of the generated personas and user stories varied depending
on the specificity of the user’s inputs. While the chatbot demonstrated the capability
to produce coherent and detailed outputs, the outputs occasionally lacked the nuanced
depth typically provided by human consultants. Specifically, the system sometimes failed
to capture implicit needs that might arise during in-person consultations. This shortfall
points to the limitations of GPT-4’s lack of empathy and the risk of misinterpreting am-
biguous user input. This finding emphasizes the need for continual prompt optimization
and possible human oversight in critical junctures of the process.

In sum, these challenges point to the need for a balanced approach in combining AI
capabilities with human expertise to ensure accurate, culturally sensitive, and contextu-
ally relevant outcomes in the DT process.

6 Discussion and Conclusion

This study explored the role and effectiveness of LLM-based chatbots, specifically GPT-
powered models, in the DT process within business and IT consulting with a focus on
the challenges when implementing the technology to support and optimize DT practices.

Our findings indicate that LLM-based chatbots offer notable advantages over tra-
ditional human-led DT consulting, particularly to generate personas and user stories,
leading to considerable time savings. The chatbot’s ability to deliver diverse perspectives
and inspiration highlights its potential value in enriching the DT process. However, sev-
eral challenges emerged during implementation, including the need for precise prompt
engineering, careful parameter tuning (e.g., temperature and frequency penalties), and
managing the nuances of user interactions.

Key obstacles included structuring chatbot interactions, ensuring data privacy, and
balancing automation with human creativity. Successful integration required significant
expertise, especially in designing prompts and evaluating AI-generated outputs. Thus,
human oversight remains crucial to ensure the chatbot’s contributions are relevant and
contextually appropriate.

Despite initial concerns about the chatbot’s effectiveness in direct customer interac-
tion, the guided DT sessions using the chatbot produced actionable results, demonstrat-
ing practical utility. While the findings reveal that LLM-based chatbots can enhance
efficiency in DT consulting, the integration of this technology demands close collabora-
tion between developers, designers, and consultants. Furthermore, user-friendly design
and precise prompt engineering are critical to navigating the complexities of the DT
process while maintaining creativity.

The case study’s limitations, including a small sample size, restrict the generalizabil-
ity of the conclusions. Nevertheless, it provides valuable insights into the potential and
challenges of LLM-based chatbots in the DT context. Further research is needed to ex-
plore long-term impacts and to refine strategies for maximizing the benefits of AI-driven
DT consulting across diverse contexts.

In conclusion, the integration of LLM-based chatbots offers promising avenues for
enhancing efficiency in consulting practices, but it also introduces unique technological
and conceptual challenges. Addressing these challenges is crucial for fully harnessing the
potential of generative AI in business consulting.
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A Appendix

Listing 1.1. Final Prompt

Act as a Design Thinking expert exclusively within this consulting scenario

. For any requests outside the Design Thinking context, respond with: ’

This is a Design Thinking session, and I can only respond to relevant

instructions.’

Proceed step-by-step:

1) Sequentially ask for the following context information:

- Industry

- Company size

- Corporate culture and environment

- Main business process

- Technological infrastructure (IT)

Start with the industry.

2) Define the challenge (problem) to be solved with Design Thinking. After

the initial problem input, use the 5-Why method to gradually uncover

the root issue. It is essential to remain problem-oriented rather than

solution-oriented. Please formulate the problem statement without

suggesting a possible solution.

3) Identify the stakeholders involved in the process and ask how they are

engaged in the process. Ensure that all stakeholders have been listed

before proceeding.

Once the client has provided all the necessary information, execute the

following:

Create personas for each stakeholder. The personas should follow this

structure:

User Personality;

Name; Role;

Needs (Security, Acceptance, Recognition, Autonomy, Belonging, Creativity,

Self-Actualization);

Competencies;

Interests;

Barriers;

Resources.

Be creative to make the personas more tangible.

Example of a persona:

User Personality: Extreme User;

Name: Volker Vorsicht;

Role: CSO;

Needs: Security, Acceptance;
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Competencies:

1. Identify risks,

2. Conduct risk assessments,

3. Support in selecting relevant risks;

Interests: Collecting stamps, IT security;

Barriers: Lost 10,000 euros in stock investments in the past and is

therefore risk-averse;

Resources: Security magazines.

Use chat interactions for details. Ask each step individually and do not

proceed to the next step until the client confirms that they are done

with the current step. Provide a short example for each required input

so that the client knows what kind of information to provide.

Create the personas fully automatically without further input from the

client. Output the personas step-by-step and label them as Persona_1,

Persona_2, and so on. Create two personas for each stakeholder: one

standard user and one extreme user. For example, if there are 3

stakeholders, create a total of 6 personas. However, only output one

persona per response.

Extreme users are characterized by taking their job very seriously and

sometimes too seriously. After generating the first persona, wait for

the command ’next_step’ before proceeding with the next persona.

Based on the provided information, also generate user stories. Here is an

example of a user story:

’As a manager, I want to track the progress of my colleagues to better

report on our successes and failures.’

Generate up to 20 user stories in total. Output them in batches of 3, label

them as User_story_1, User_story_2, and so on, and wait for the

command ’next_step’ before continuing.

If you receive the command ’next_step’ but have already output all personas

and user stories, respond with the command ’session_end.’

Ensure the formatting is correct for each output. Always write headings in

bold and leave a new line between points. For user stories, also write

the stakeholder in bold. Avoid using vague terms like ’quickly’ or ’

easily’ in user stories.

Additionally, it is essential not to announce the creation of personas

after collecting the stakeholders. Instead, say: ’Please confirm if

these are all the stakeholders you would like to include.’
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Abstract. In this paper, we present the main obstacles faced by small and
medium-sized enterprises (SMEs) when implementing artificial intelligence (AI),
and suggest a novel “plug and play” guided approach for further integration. In
order to identify the relevant barriers, we first compile results from recent liter-
ature reviews that address challenges specific to SMEs and AI. Then, based on
the AI maturity model for SMEs by Schuster et al. [1], we analyze the current
status of AI in local German SMEs with which we have worked in the context
of the “KI-Labor Südbaden”[2] project. Based on the results of the analysis, we
detail a structured approach utilizing pre-identified successful AI implementations
as the basis for further technological development. By structuring their AI inte-
gration on known successful use cases, SMEs have the chance to leapfrog their AI
development and remain competitive in today’s landscape.

1 Introduction

Due to the recent rapid progress in generative AI and in the continuous steady progress
in traditional machine learning methods, there has been unprecedented opportunity for
the application of AI to assist or even transform local economies [3,4]. However, adoption
is so far spread unevenly, with German SMEs adopting AI at a slower pace than larger
industry[5].

Although the field of AI dates back to the 1950s [6,7], the first decades of progress
were slow due to limited computational resources and data. The pace of development ac-
celerated with the advent of deep learning, and with the launch of ChatGPT in November
of 2022, AI suddenly entered the mainstream lexicon. Interest in using AI for business
applications also boomed at the same time.

However, AI adoption has not been evenly distributed. As with previous generations of
technological advancement such as basic digitization, SMEs have been slower to onboard
AI technologies [8,9,10,11,12]. As of 2023, only 12% of German companies have reported
that they have implemented AI[5], compared to 55% internationally[13].

Integration of AI tools in the workforce generally results in a modest revenue increase,
with McKinsey reporting additional revenue gains of 3 to 15 percent, and sales ROI
gains of 10 to 20 percent [14] . However, AI adoption is forecasted not just to marginally
increase profitability but to potentially enable radical economic transformation. Rather
than simply a means of faster production, it is a technology that enables new innovation
itself [15]. “This is where AI’s true potential will emerge: not in doing the same thing
better, faster, and cheaper but by doing new things altogether.” [16] Although larger
firms have higher rates of AI adoption, SMEs make up the majority of both German and
European companies (99.3% and 99.8% respectively)[17,18]. Therefore, it is essential that
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AI adoption within SMEs can be accelerated, so that they can retain their competitive
standing and remain a core component of the European economy in the long term.

In order to facilitate local AI implementation, the state of Baden-Württemberg ini-
tiated the “KI-Labor” (AI Lab) network [19]. The “KI-Labor Südbaden”[2] is one of
16 state-funded AI labs in Baden-Württemberg that offer advice and support to local
companies (including events, workshops, and individual consulting). Based on our expe-
riences at this AI Lab, in this paper we summarize the challenges of AI implementation
in SMEs as well as advocate for suggested solutions, in order to expedite future AI
adoption. First, we analyze current research on the barriers and challenges SMEs face
in adopting AI, then we apply an AI maturity model to evaluate the current level of AI
adoption amongst the local consulted organizations. Based on these analyzes, we design
a systematic approach that would further facilitate the adoption of AI in SMEs within
future projects.

2 Challenges for SMEs in the Adoption of AI

In order to review the main barriers for adoption of AI within SMEs in general, we con-
ducted a literature review in August and October 2024 using Google Scholar. The search
term was as follows:
allintitle: (“challenge” OR “challenges” OR “obstacle” OR “obstacles” OR “difficulty”
OR “difficulties” OR “hurdle” OR “hurdles” OR “test” OR “tests” OR “trial” OR
“trials” OR “problem” OR “problems” OR “complication” OR “complications” OR
“barrier” OR “barriers” OR “struggle” OR “struggles”) AND (“AI” OR “artificial in-
telligence”) AND (“SME” OR “SMEs” OR “MSME” OR “MSMEs” OR “small and
medium enterprise” OR “small and medium enterprises”) AND (“review” OR “study”
OR “overview” OR “survey”). Only well-structured literature reviews and comprehen-
sive surveys that specifically addressed AI within SMEs and that were published between
2022 and 2024 were included. This was to ensure that the results were representative and
reflected the current situation in 2024. The search yielded 42 results. After excluding ar-
ticles due to qualitative concerns, eight articles remained for analysis. The most common
challenges of AI integration for SMEs that were addressed in the literature reviews were
tabulated, with an overview presented in Table 1.

As shown in the table, most studies listed similar challenges. A lack of knowledge
and skills was described in every review as a major challenge. Specifically, the reviews
cited lack of AI experts in SMEs [11,20,21,22,23,24,25,26] and a general lack of un-
derstanding and awareness of the technology among their employees [11,20,21,24,25].
All analyzed reviews also mentioned financial barriers, such as a general lack of avail-

Table 1. Main Challenges in AI adoption for SMEs

Challenge Source

Lack of knowledge / skills [11,20,21,22,23,24,25,26]

High costs and financial risks [11,20,21,22,23,24,25,26]

Lack of data (quality, quantity and availability) [11,20,21,23,24,25]

Lack of management awareness and strategy [11,20,21,22,24,25,26]

Complexity and individuality of potential AI solutions [11,20,21,24,25]

Inadequate IT-infrastructure [11,20,21,22,23,24,25]

Data privacy, security, and regulations [11,20,23,24,25,26]

Ethical and social concerns [11,20,23,24,25,26]
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able budget [20,21,23,24,25], perceived high cost of implementation and maintenance
[11,20,21,22,23,24,26], uncertainties in cost-benefit assessment [11,21,22], the avoidance
of a possible bad investment [11,24], and the pursuit of short-term profit [25]. In various
SMEs, data was limited to small quantities and/or had low quality [11,20,21,23,24,25].
Without sufficient data, individual AI projects were often not feasible. The challenge of
the lack of awareness of AI could also be observed in management [11,20,21,22,24,26]. A
limited understanding of AI led to avoidance of its use and impeded development of com-
prehensive AI strategies [11,20,21,25]. The complexity of modern AI approaches and the
individuality of possible AI solutions was another barrier for many SMEs [11,20,21,24].
The IT infrastructure was often limited and not suitable for AI use [11,20,21,22,24,25].
Some processes were not (or not sufficiently) digitized. This in turn prevented adequate
data collection, which was reflected in the problem of data availability described above.
In terms of data security, many SMEs feared that the use of AI would increase the at-
tack surface [20,25,26]. Complex and evolving policies in this area further detered SMEs
[24,25,26]. Ethical issues were also a barrier, including concerns about job security [23,26],
fairness and transparency [20,24], and potential lost of trust from customers [24,25].

3 Experience and Maturity levels

In order to assess the current level of AI adoption within the SMEs that were assisted
locally through the AI Lab, we used the AI maturity model by Schuster et al. [1]. From
several such models available, the Schuster model was selected due to its intentional de-
velopment for SME use, its structured approach, and its comprehensive scope, which in-
cluded ethics and privacy (dimensions often not present in other approaches). The model
rates organizations along five levels (Novice, Explorer, User, Translator and Pioneer) for
the categories listed in Table 3. The AI Lab has advised and supported numerous compa-
nies from various sectors in AI projects; representative of the full spectrum of companies
we have supported (see Table 2), five organizations are assessed below for their level of
AI maturity, with results shown in Table 3. 1 All companies were graded as falling within
in the lower two maturity levels in all dimensions.

In October 2024, we also asked nine SMEs from the southern Black Forest region to
self-assess their AI maturity. An overview of the self-assessments can be found in Figure
1. The self-assessments confirmed our experience, that local SMEs remained mostly at
the “Novice” or “Explorer” level. All but two companies gave a self-evaluated rating
below the “User” level in all categories. Below, we summarize the state of AI adoption
for each dimension in the consulted organizations.

Table 2. Considered organizations and related AI projects

Organization Sector AI Project

Org 1 Service Chatbot

Org 2 Engineering Predictive Maintenance

Org 3 Engineering Predictive Maintenance

Org 4 Sales Churn Prediction

Org 5 Consulting and Assessment AI workshops

1Not all organizations analyzed here meet the full EU definition of an SME. Nevertheless, we
assume that the results are transferable to local SMEs due to the sectors and business models
of the organizations.
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Table 3. Maturity ratings of the five considered companies

Category Org 1 Org 2 Org 3 Org 4 Org 5

Culture/mindset Explorer Explorer Explorer Novice / Explorer Explorer / User

Data unknown Novice Novice Explorer Novice

Ethics Novice Novice Novice Novice Novice / Explorer

Organization Explorer Novice Novice Novice Novice

Privacy Novice Novice Novice Explorer Explorer

Strategy Novice/Explorer Novice Novice Novice Novice / Explorer

Technology Novice Novice Novice Novice / Explorer Novice / Explorer

Culture and Mindset: The majority of managers in all companies surveyed show
a strong interest in AI, as evidenced by their cooperation with the AI Lab. Companies
saw potential in the use of AI, and in some cases considered it a necessity to remain
competitive. However, the organizations lacked any noticeable AI culture that promoted
innovation.

Data: The data provided by companies often had qualitative and quantitative short-
comings. The data were never collected explicitly for AI usage, resulting in low temporal
resolution and imprecise output values. Additionally, there were often factual contradic-
tions between related data sets and other inconsistencies. In other cases, high-quality
data were only available for a limited time period or for a small sample size.

Ethics: Most organizations had no AI-specific ethics policy. However, in multiple
cases, an active knowledge of consumer privacy laws (regarding General Data Protection
Regulation – GDPR [27]) was demonstrated.

Fig. 1. Overview of the self-assessed AI maturity levels of nine SMEs from the southern Black
Forest region.
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Organization: In terms of organizational structures, companies were not ready for AI
integration. The available resources (in particular: data, computing power, and personnel)
were not yet adequate.

Privacy: The topic of data privacy was not initially prioritized by most of the com-
panies surveyed, however they did show awareness of basic concepts, having worked with
GDPR regulations previously.

Strategy: Although many managers were interested in incorporating AI technologies
into a future strategy, and also had ideas for their first AI projects, these ideas were not
yet part of official company policy.

Technology: Despite interest, AI applications were still rarely used in production.
There was a lack of understanding about the technology along with its possibilities and
limitations. In some cases, there were unrealistic ideas of AI, and uncertainty of when
applying AI would be appropriate.

Overall AI Maturity of SMEs: The companies surveyed were still in the early
stages of AI adoption. Despite a strong interest and a generally positive attitude towards
AI, there was a lack of practical education concerning the technology along with a lack
of necessary data. Working on building an understanding of the basics would be essential
to progressing further on the maturity model.

4 Structured Approach for the Introduction of AI projects

In order to overcome the barriers to AI adoption listed in Table 1, and in consideration of
feedback from managers of local SMEs, we have developed a suggested “plug and play”
approach for quickly prototyping and integrating AI solutions for SMEs new to AI. Where
continuing education resources already exist, they have been well received [28]. To expand
on the concept of educational AI workshops, we propose a hands-on approach consisting
of not only explanations of fundamental AI concepts, but also of guided implementation
of a predetermined sample AI project. Industry leader Andrew Ng advises companies “to
work on a concrete idea, meaning a specific product envisioned in enough detail” rather
than following the typical design-thinking approach of brainstorming and developing
strategy first [29]. Developing “plug-and-play” solutions that could be easily applicable
to most companies would ensure faster implementation as well as a faster learning process
to identify the company’s challenges regarding the onboarding of AI technologies. These
quick implementations could then be used as building blocks on which to foster wider
AI adoption within the whole business. This would allow for an experiential education
process that addresses all eight key challenge areas during project implementation. This
approach would include:

– structured workshops / introduction to AI
– a list of specific predefined use cases that organizations can adapt as part of the

project
– accompanying prerequisites and suggestions for when each use case is appropriate
– lists of suggested software frameworks to use for each case and instructions on how

to use them (with more than one option for each functionality so that there is room
for individualized choices based on requirements)

– guidance through the first implementation steps of the selected use case, with details
of these steps shown in Figure 2.

This approach would not only serve as a foundation for the company’s understanding of
AI technology, but also act as the first stepping stone for developing the capacity for the
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Fig. 2. Suggested Implementation Steps

organization to identify, select, and run AI projects more independently in the future,
without (or with less) reliance on third parties.

A guided implementation of an already mostly-finished solution would address the
eight challenges in Table 1 in the following way:

– Lack of knowledge / skills: Workshops included along with the solutions would
both introduce basic AI concepts as well as link the theoretical concepts to their
real-life counterparts.

– High costs and financial risks: Because the solution would be either free or have
minimal costs (depending on the exact implementation details the company chooses
i.e., are they combining the project with a cloud service), it would mitigate financial
risk.

– Lack of data: Through either the implementation of using pretrained models as a
solution, or using a limited machine learning solution, what data is needed would be
limited, using only a predefined set of data (based on what has been found to be the
minimum data necessary to solve the problem).

– Lack of management awareness and strategy: Similar to the first issue, the
accompanying workshops will address management awareness. The development of a
comprehensive AI strategy for the company can be delayed until after the plug and
play prototype launch, at which point management will be better prepared through
the first-hand experience to development an appropriate strategy.

– Complexity and individuality of potential AI solutions: By using a predefined
prototype, the complexity is greatly reduced. Although the underlying technology
remains complex, the implementation steps are clear and the uncertainty of which
AI project to start with is removed.

– Inadequate IT-infrastructure: By starting with a relatively simple AI example,
IT-infrastructure problems are minimized. By working from a predetermined list of
possible solutions, which would include the use of software as a service solutions that
are chosen for user-friendliness, there are no complicated IT decisions to be made
upfront.

– Data privacy, security, and regulations: Data privacy, security, and regulation
concerns are preemptively considered within the possible use cases. How these issues
are addressed within the prototype can act as a useful reference for future projects.
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– Ethical and social concerns: Ethical and social concerns are addressed through-
out the project by maintaining transparency within the organization. Moreover, the
process acts as a continuing education opportunity.

This structured approach could significantly mitigate overall risk of the implemen-
tation failing. Although larger industry players have demonstrated faster adoption rates
of newer technology over time, studies estimate over an 80% failure rate of data science
and AI projects [30,31,32]. The rates of success for purely generative AI applications are
not yet clear; Gartner estimates a 30% failure rate by 2026 [33]. Therefore, we can look
to research to find examples that have already demonstrated a successful track record,
and select those examples as first implementations. Based on a McKinsey study, the top
three use cases with the greatest financial success are: 1. Sales, 2. Software engineering,
and 3. Marketing [4]. Considering their demonstrated success, plug and play solutions
based in these areas can be used in SMEs as their first AI prototypes, with use cases as
follow:

– Sales: Automated churn prediction, customer lead prioritization, chatbot integration
for product recommendation

– Software engineering: Augmented software development through the use of LLMs
or products such as GitHub Copilot. 2

– Marketing: Generative AI can be used for the expedited creation of marketing
materials such as landing pages and social media posts.

It is possible that later AI adoption could even be advantageous, in that initial R&D
investments and trial and error of testing various methodologies can be entirely skipped
over, following the economic development concept of leapfrogging. New adopters also
have the advantage of avoiding the technical debt of older implemented systems. In the
most ideal situations, these leapfroggers “not only jump over some phases of technological
development but also create new paths to follow.” [34]

5 Conclusion

Recent rapid AI technological progress has great economic potential, with a bare mini-
mum effect of productivity gains in the near-term, along with the more long-term poten-
tial of fundamental industry transformation. However, deployment of AI solutions has
been uneven according to business resources. In order for SMEs not to fall behind, we
advocate for an assisted approach, providing guidance through the implementation of a
first AI prototype. By implementing manageable, already tested solutions, SMEs could
leapfrog past the need for local R&D, and instead implement current state-of-the-art
solutions, meanwhile gaining the knowledge and experience necessary for further inde-
pendent AI integration and innovation.
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Abstract. In this paper, we address the problem of segmentation of vine pathogens within fluorescence
microscopy images. To our knowledge, the quantification from such images is an original problem. As
a consequence, there is no available database to rely upon in order to use supervised machine learning
techniques. We provide a workaround by creating realistic images containing the desired filamentary pattern
and variable blur effect. Numerical results show the interest of this data augmentation technique, especially
on images corresponding to difficult segmentation.

Keywords: data augmentation, image segmentation, fluorescence microscopy deep learning, machine
learning

1 Introduction

1.1 Context

Grapevine trunk diseases have become a serious problem for vinegrowers around the world. In France, approx-
imately 13% of the vineyard is unproductive each year, leading to losses of 1 billion euros [1]. Esca is one of
these diseases and the oldest described. It affects 4.4% of vines causing deterioration or even complete dieback
of the wood. The behavior of pathogens believed to be responsible for this disease is until today poorly known,
and no treatment exists once the wood is contaminated. Understanding the colonization process is key to the

1000 µm 100 µm

Fig. 1: Examples of pathogen in vinewood images observed with a fluorescence microscope, at x10 magnification
on the left and x40 on the right. The pathogen fluorescence appears as green-yellow filaments, while wood
auto-fluorescence appears as yellow-brown.

development of sustainable cures. To gain a better understanding of the pathogens’ behavior, inoculation exper-
iments are performed and the resulting plant is observed in fluorescence microscopy (see Fig. 1). Then, image
segmentation techniques can help quantify the pathogen’s presence in vinewood.

Obtaining real microscopic grapevine images, together with expert-segmented images (here by Dr. R. Pier-
ron), is however a time-consuming process. The resulting images form a relatively limited database that might
be too small to use robust supervised learning techniques. Thus, data augmentation is a key step to fully make
use of these methods.

1.2 Related works

Data augmentation techniques are, in general, a helpful tool to enlarge databases. This is in particular the case
for medical images, for which the patient set is often limited [2].
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When handling images, basic augmentation relies on some simple transforms, such as rotation, flip, cropping,
and dilation. These techniques might be improved using advanced deep learning approaches, such as adversarial
training or neural style transfer (see [3] for a review). Those are mostly based on image textures, and do not
incorporate a model for the image formation process. We can make a similar observation regarding segmentation
in microscopy images, as highlighted in [4].

Hence, there is a lack for a data augmentation technique that specifically accounts for the image formation
model. This is particularly striking when handling the case of fungi in vinewood images, which can be affected
by a varying blur depending on the region of the image.

In this article, we propose to generate synthetic images that mimic real fluorescent microscopy grapevine
images in order to train supervised algorithms. This article is organized as follows. First, we describe the image
formation process of both the real fluorescence microscopy images and the synthetic ones (Section 2). Then, in
Section 3 we present the segmentation methods and the results obtained on the synthetic and real images.

2 Image formation

2.1 Real images

Colored grapevine cuttings are observed using a wide-field fluorescent microscope. The resulting images are
characterized by the filamentary light green fluorescent pathogen (see Fig. 1). However, the wood also exhibits
auto-fluorescence, which makes it challenging to distinguish between the pathogen and the wood. The latter is
a complex plant tissue, which results in heavily textured background images.

Furthermore, the images acquired using a fluorescence microscope suffer from a blurring effect. The blur
is due to the convolution of the sample with the system’s Point Spread Function (PSF). The latter is known
at an instrumental level, so the blur is partially known. The remaining unknown is the sample’s depth, which
influence on the width of the PSF to take into account.

Given an un-blurred image I containing S pixels, corresponding to an
ideal sample, we formalize this model as

(H(v)I)s =
〈

h3D
s,[vs]

, I
〉

, (1)

where h3D ∈ R
S×S×P is known only on a 3D grid, see Fig. 2. P

represents the depth of the PSF, h3D
s,[vs]

∈ R
S represents the PSF of

the system at depth vs in the pixel s, and v is a depth map associated
to the image. In other words, H forms a depth-selection operator to
model the blur. Thus, we consider that an image y ∈ R

S is formed
as:

y = H(v)I+ b, (2)

with b an additional background term. Note that we consider I the
ideal image containing only the pathogen, including the colors. Later
on, we note its binary counterpart x to model the segmentation mask.

2 µm

Fig. 2: Typical PSF h3D in fluorescence
microscopy generated via PSF gener-
ator [5], with axial and longitudinal
slices of the central plans.

2.2 Synthetic images

In this section, we present how we mimic the real images to augment the available database. As part of the
grapevine inoculation process, some plants were part of a control group, i.e. there were no inoculated fungi. These
plants were also observed with fluorescence microscopy. The resulting images capture well what is considered
as a background in our segmentation framework (b in Eq. (2)).

Besides, there is a need to generate synthetic pathogens in the image, that have a filamentary texture and
are also corrupted by a varying blur. Filamentary texture is well represented in retina images, which have been
investigated for many years (see [6] for an overview). Several databases are publicly available, and we selected
the DRIVE (Digital Retinal Images for Vessel Extraction) [7] database as filament models in our approach.
We divided the masks of the segmented retina image into two sub-parts, first vertically and then horizontally,
resulting in two sub-parts measuring 128x256 and 256x128, respectively. We reconstruct an image of size 256x256
by filling the missing spaces with a black (empty) rectangle of dimensions 128x256 or 256x128. Additionally, for
data augmentation, we perform for each picture rotations of 90°, 180° and 270°. So we obtain images containing
pieces of segmented retina. The synthetic images ỹ are designed such that:

ỹ = H(v)(r+ σw), (3)

where w represents images of healthy grapevine wood, r are images containing pieces of segmented retina. σ
allows to define the SNR, according to :

SNR = 10 log10

(

∥Hr∥2

σS

)

. (4)
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H(v) is the 3D depth-selection operator for the 3D PSF, as described in (1). It relies on a continuous field
v ∈ R

S , for which we make a Gaussian Markov Random Field assumption:

p(v) ∝ exp

(

−
1

2
vT

Σ
−1v

)

(5)

We assume that Σ ∈ R
S×S is a circulant covariance matrix, whose basis is parameterized by a Gaussian

correlation function.
Summarizing, the image generation is as follows:

– select a snippet w from a healthy wood image.
– select a same-sized snippet r from the DRIVE database, color and crop it.
– sample a GMRF realization v (5).
– blend the images according to (3) and a given target SNR (4).

Fig. 3 illustrates the process.

Fig. 3: Illustration of the synthetic image formation process. y correspond to a SNR = −9dB.

3 Numerical results

To evaluate our approach, we test how its use impacts the segmentation of images, depending on the choice
of the training and testing databases. To measure the quality of the segmentation, we will use the Accuracy
metric, which allows to measure the total percentage of correctly predicted pixels. To show performance, we
only present the accuracy score to keep the reading straightforward.

3.1 Segmentation methods

– Pre-processing. Prior to segmentation, we extract relevant features as a pre-processing. The latter were
identified in a preliminary random forest-based study using the Ilastik software [8]. The features were sorted
along their Gini importance [9], and the 14 first features were retained (see Table 1). In addition, preliminary
experiments have shown that including classical image filters (namely Gabor, Sobel, Roberts, Scharr, and
Prewitt filters) also improves segmentation. Then, for any 3-channel RGB input image, the pre-processed
version contains 57 channels.

– Random Forests. The random forest algorithm [10] requires several parameters to be selected. The number
of decision trees was selected from grid search and we set 80 trees in this model. The other RF parameters
are set to have fully-grown and unpruned trees.
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Identity Hessian Gaussian Gradient Magnitude
σ = {3; 5; 7} σ = 2

Difference of Gaussian Laplacian of Gaussian Eigenvalues of Tensor Hessian of Gaussian
(σi, σj) = σ = Structure Eigenvalues

{(1, 3.5); (1, 12); (1, 30)} {0.5; 1.6; 3} σ = 0.7 σ = 3.5

Table 1: 14 features retained based on their Gini importance.

– U-Net. The U-Net model is widely recognized for its effectiveness in image segmentation and is commonly
used for this task [11]. To implement a U-Net model, we selected from preliminary experiment 4 depth
levels, from 256×256 input images to 16×16×256 bottleneck, and a block convolution parameter α of 0.2,
0.2, 0.1 and 0.1 for each level. The architecture weights were estimated with the Adam optimizer, using the
binary cross entropy criterion. The optimizer runs for at most 1000 epochs, stops when accuracy decreases,
and handles each image one by one (the batch are one-sized). We also set the input layer depth as 16, i.e. 16
features are first generated. The former takes RGB images as input, while the latter takes the pre-processed
images as input.

3.2 Synthetic and real image databases

We design and make use of several databases (Fig. 4) in order to validate the proposed approach:
– The first dataset contains only synthetic images, produced along the procedure detailed in Subsection 2.2.

We name it dataset A in the following, and it contains 427 images.
– The second dataset exclusively contains real images together with expert-labeled ground truths. We label

it as dataset B. We split this dataset depending on the content of the image:
• with fungi in lower quality image, presenting notably a higher blur: dataset B1, 247 images.
• without fungi: dataset B2, 312 images.
• with fungi : dataset B3, 569 images

– Dataset C contains images from both datasets A, B1 and B3, with 128 images.

dataset name A B1 B2 B3 C

description synthetic images
with fungi in lower

quality image
without fungi with fungi mix A, B1 and B3

number of

images
427 247 312 569 128

images Value 7 Value 8 Value 9

segmentation Value 7 Value 8 Value 9

B : real images

Fig. 4: Overview of our 5 datasets.

The database resulting from datasets A and B will be made available online.
Note that we made the choice of relatively small images (2562 pixels) to ensure diversity in learning, yielding a
relatively high number of thumbnails. This is to be contrasted with the low number of acquisitions (15 images)
used to form thumbnails in dataset B.
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Then, we use datasets A, B1, and C for training. For testing, we target at first dataset B1 to cover difficult
cases specifically, then dataset B to verify the assessment of true negatives, i.e. in the absence of fungi, and
then dataset B3 to assess the presence of fungi. The dataset overlaps and use is depicted in Fig. 5.

Fig. 5: Datasets split for the different evaluation processes run in this paper.

3.3 Results

Table 2 depicts the results ( accuracy) we obtained for the three models of each learning method, using cross
validation with 5 folds. For each dataset, the best method result is highlighted in bold font. Fig. 6 also depicts
some results. The main outcomes can be summarized as follows:

– U-Net 57D yields better results than U-Net 3D for the segmentation of dataset B1 (93.5% instead of 90.1%).
This shows that the pre-processing is helpful in the process, despite the change of dimensions.

– On B1 again, we observe an improvement of the results when incorporating synthetic images: the latter
do allow an average 1.57% improvement of accuracy. An example of improvement can be seen in the first
column of Fig. 6.

– Noteworthy, training on lower-quality images of B1 yields for the best segmentation results of the higher-
quality datasets B and B3.

– Generally, the random forest remains a very powerful learning method, even when only training on synthetic
image, as shown in columns 2–4 in Fig 6.

– Note: On retinal segmentation, it is common for the distribution of pixels between the two binary classes
(e.g., "background" and "structures of interest," such as blood vessels) to be unbalanced. In other words,
the majority of the pixels often belong to the background of the image, while a much smaller number
corresponds to the specific structures we aim to segment.

Random forest U-Net 3D
Training database: Dataset A Dataset B1 Dataset C Dataset A Dataset B1 Dataset C

T
es

t

CV accuracy 92.96% 96.16% 97.06% 89.68% 93.84% 90.96%
Dataset B1 2.69% 94.13% 95.70% 18.98% 90.10% 83.25%
Dataset B 41.00% 95.70% 92.45% 10.47% 94.17% 85.73%

Dataset B3 6.58% 92.14% 88.08% 10.83% 93.79% 89.00%

Table 2: Segmentation accuracies, as a function of the segmentation method, the training database, and the
testing database.
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Training Random forest Training U-Net 3D
Dataset A Dataset B1 Dataset C Dataset A Dataset B1 Dataset C Mask x Image y

Fig. 6: Example of results on real vine fungi images.

4 Conclusion

In this work, we proposed a data augmentation technique dedicated to fluorescence microscopy images. We have
shown that for the cleaner images, supervised segmentation is feasible even on a small database, i.e. without
augmentation. However, we also showed that for lower-quality images, the addition of the synthetic images was
indeed helpful, leading to noticeable accuracy improvements.
This work stems a few perspectives on the topic, as it could be generalized to other segmentation problems in
fluorescence microscopy (such as tubulin networks in cells), as well as other imaging techniques (such as retina
imaging).
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Abstract. Large Language Models offer a promising approach for improving
phishing detection through advanced natural language processing. This paper
evaluates the effectiveness of context-augmented open LLMs in identifying phish-
ing emails. An approach was developed that combines the methods of Few-Shot
Learning and Retrieval-Augmented Generation (RAG) to remarkably improve the
performance of LLMs in this area. On this basis, it has been shown that the pre-
sented approach can significantly improve the recognition rate even for smaller
models.

Keywords: Artificial Intelligence, AI, Cybersecurity, Large Language Models

1 Introduction

Phishing is a significant and increasing threat to cybersecurity. Attacks using constantly
evolving techniques aim to tempt people into revealing sensitive personal information.
It is estimated that 90 percent of all successful cyberattacks have phishing as an initial
vector of attack [1]. The rise of Large Language Models (LLM) has revolutionized the
field of Natural Language Processing (NLP). First popular representatives as the model
GPT (Generative Pretrained Transformer) by OpenAI [2] have showcased the power
of Large Language Models for language generation and understanding. They are trained
across diverse datasets of large text corpora and their application beyond the original task
of text generation for machine learning problems is an increasingly addressed research
question [3]. LLMs with their deep understanding of natural language are a promising
starting point for the detection of phishing emails. This paper presents an approach of
combining the in-context learning and augmentation methods Few-Shot Learning and
Retrieval Augmented Generation (RAG) for phishing email classification. It dynamically
augments the context of LLMs in a problem-specific way at the time of inference without
the need for intensive, task-specific training or the use of a dedicated model. The approach
is evaluated in experiments across different open models and compared to more common
state-of-the-art prompting techniques.

2 Related Work

Phishing email detection has been an area of active research for decades, evolving from
the application of rule-based systems, lexical analysis and machine learning algorithms,
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including SVM and tree-based classifiers, up to leveraging deep learning methods like
recurrent and convolutional neural networks as well as transformers [4][5]. The use of
Large Language Models for identifying email phishing is still an emerging field with a
sparse number of research publications.

A majority of recent studies based their work on the GPT models of OpenAI [6][7][8].
The model family achieved a high level of popularity with the release of its derivative
ChatGPT. Rosa et al. [7] achieved an overall accuracy of 75.75 % for binary phishing
email classification by feeding emails to GPT 3.5. With their high number of active
parameters the GPT models proved a strong performance across many application areas,
however, the GPT models are proprietary and closed-source [9]. This paper focuses on
the use of open models, that are free to use and are meeting higher demands regarding
data privacy. While some studies on phishing detection use open LLMs solely as upstream
feature extractors for other machine learning methods [3], Koide et al. [10] employs the
model Llama 2 to classify emails and achieves an overall accuracy of 88.61 % through
prompt engineering. Their study contrast this with the use of the much-larger GPT-4
model showing 99.70% accuracy.

Baumann et al. [11] proposes a combination of RAG and FSL to generate models for
domain-specific languages (DSLs) finding application in the field of software engineering.
Their approach uses RAG to retrieve relevant examples from a knowledge base, enabling
FSL to generate synthetic models for underrepresented DSLs lacking sufficient training
data and thereby adapting a LLMs output syntax. Literature review showed, the method
of using a fusion of RAG and FSL to improve a LLM’s capability to solve unknown
machine learning tasks has not been addressed to date.

3 Methodology

3.1 Dataset

The experiments conducted in this study aim to evaluate the performance of the proposed
approaches for the classification of phishing emails. For this purpose, a dataset containing
both phishing and legitimate emails was created by concatenating two publicly available
datasets. The CSDMC Spam Corpus [12] includes 2,949 so-called “ham emails”, legitimate
messages that do not fall into the categories of phishing or “spam”. It has already been
used in similar studies as [10]. The phishing emails were sampled from the Phishing Pot

[13] dataset and are real emails collected from August 2022 to July 2024. In contrast to
[14] this approach do not include synthetic phishing samples or emails collected well into
the past, as in [15]. By choosing an up-to-date source dataset newer phishing techniques
are also represented in our final dataset. From each source dataset 2,900 emails were
randomly sampled to build a new set with a total of 5,800 emails, balanced between
the two classes phishing and no phishing. Samples with an email body of less than 50
characters or more than 420,000 characters were not considered as valid samples and
were discarded in the selection step. In a subsequent data-cleaning process, all non-
ASCII characters in the messages were removed. Each message sample consists of the
concatenation of the email’s subject and its body. If the message body was available
in text format and the HTML format, this approach prioritized the HTML part and
converted to plain text by removing all HTML-related fragments. This study does not
address the role of email attachments as an attack vector, all attachments included in
the samples were removed.
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3.2 Model Selection

The experiments were evaluated for a variety of Large Language Models that represent
the current state of the art and are published under an open license. The approach de-
liberately refrained from the use of commercial models such as GPT4 (OpenAI). The
selected AI models are OpenChat 7B [16], Mixtral 8x7B [17], Mistral 7B [18], Gemma2
9B and 27B (Google Deep Mind) [19], Llama3.2 1B and 3B [20], Mistral-Small 22B [18],
Command-R 35B [21], as well as Llama3.1 8B and Llama3.1 70B (Meta AI) [20]. All
models were pre-trained by their respective authors on different datasets and differ in
their architecture and the number of parameters. While models with a larger number
of parameters generally have a greater ability to understand complex patterns and rela-
tionships, they may tend to show over-fitting behavior and be less applicable to new and
unseen data.
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Fig. 1. Fusion of Few-Shot Learning (FSL) and Retrieval-Augmented Generation (RAG).

3.3 Detection of Phishing Emails with Large Language Models

Following the creation of the dataset, two different prompts4 problem-specific prompts
were developed to guide the LLMs to perform the classification task and produce the
desired output. The same prompts were used across all AI models to allow for a consistent
evaluation process. A fundamental prompt is provided for the evaluation of an email
(Prompt1):

You are an expert in detecting phishing emails.

Your task is to determine whether it is a phishing email or not.

You are not supposed to justify or explain your decision.

{format_instructions}

E-mail:

‘‘‘{email}‘‘‘

4 https://github.com/n-vent/llm-phishing-detection-paper
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In the prompt, the LLM is given a fictitious role and the specific task to perform. The
structure follows the Persona Pattern, a commonly used instruction scheme [22] that
is independent of the area of application and the choice of model. Prompt 2 extends
the first prompt with a list of characteristics that may proof a phishing attempt. These
include characteristics such as an impersonal generic greeting, urgent calls for action or
demanding personal information such as the victim’s bank details.

The evaluated models are trained to generate textual output in natural language.
The models are guided to generate structured output by providing additional formatting
instructions as JSON schema [23] in the prompt. At the time of inference, the passed
sequence of prompt, preprocessed email and formatting instructions is concatenated and
used as model input. The email is inputted directly into the language model, without
the need for any feature extraction. A subsequent parser extracts the result of the clas-
sification from the model’s text output as JSON, holding a boolean variable. The simple
architecture of this approach does not include any components other than the described
input construction, the respective language model and the JSON parser.

3.4 Context Augmentation through Few-Shot Learning and

Retrieval-Augmented Generation for Improved Phishing Detection

This paper presents an improved approach for the classification of phishing emails by
augmenting the knowledge of an already trained Large Language Model in-context and
at the time of inference. The approach combines the methods of Few-Shot Learning (FSL)
[24] and the Retrieval Augmented Generation (RAG) [25]. With FSL, also referred to as
in-context learning, the model receives task demonstrations in natural language for a
considered problem as part of the passed prompt. This allows the pre-trained models to
address unknown tasks without a comprehensive training process or fine-tuning. FSL has
shown to extend a language model’s capability outside of the data is has been trained on
[11].

Instead of prompting prepared and static FSL examples of phishing emails, it is
proposed to dynamically select a relevant set of examples at the time of inference based on
the input email. Using the technique of Retrieval Augmented Generation, examples from a
knowledge base are selected and integrated into the prompt before generation. The LLMs
gain access to domain-specific information that was not present in their training data.
The model does not persistently store the augmented information and its parameters
remain unchanged.

Figure 1 shows the architecture of the proposed RAG FSL fusion approach. A collec-
tion of examples of phishing emails serve as the RAG knowledge source and are individ-
ually split into blocks with a maximum length of 200 characters. By leveraging a trans-
former model, vector embeddings are obtained for each block as numerical vectors that
represent semantic relationships. The pre-trained embedding model Sentence-BERT (all-
MiniLM-L6-v2) was selected as the transformer, which maps natural language sentences
into a 384-dimensional vectorspace and is commonly used for semantic search [26]. A vec-
tor database is populated with the generated embeddings for the 200-character-blocks.
For the classification of a suspicious email, it is encoded into its vector representation
using the same transformer model in order to find similar phishing examples to use in
FSL. A set of relevant examples is selected by the maximum possible semantic similarity
via a vector search. The cosine similarity [27] between the email embedding and each
vector of blocks in the database is considered as a similarity measure (context retriever).
The k most similar samples from the phishing dataset with the lowest semantic distance
are selected as relevant FSL examples.
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The prompt provided to the model is a concatenation of the instruction for the pre-
diction task and the output schema, k = 5 positive phishing examples for in-context
augmentation and the email message to be classified (RAG FSL):

You are an expert for detection of phishing emails.

For example, the following emails are phishing emails:

Example 1 is a phishing email: {sample-email-1}

[...]

Example k is a phishing email: {sample-email-k}

Your task is to scan the following email, to decide whether or not

it is a phishing email and to use the provided JSON schema

for answering the question.

{format-instructions}

Question: Is the following email a phishing mail?

‘‘‘{email}‘‘‘

The result is extracted from the model output in a structured form using a JSON parser
in the same way as the first approach (see section 3.3).

4 Experiments and Results

The 5,800 emails in the constructed dataset were systematically shown to the language
models and the result of the classification evaluated for each sample. Each email was
processed with Prompt 1, the extended Prompt 2 as well as the proposed approach
RAG FSL. Each prompt was evaluated across all of the selected eleven models. The
model temperature parameter was set to 0.0, determining whether the output is more
creative and random or more predictable. Other hyper-parameters than temperature were
not changed. A total of 191,400 classification were run in this study. Model inference was
performed on a NVIDIA A100 GPU with 80 GB of memory. In the evaluation, the
performance of the approaches is assessed and various models using the quantitative
metrics of precision, recall, F1 score, specificity and classification accuracy. If no valid
JSON-data could be parsed from the model output by, the result was discarded in the
evaluation. This could lead to an unbalanced number of positive and negative classes,
which is met by calculating the metrics weighted by the number of samples as defined
in [28]. The 2,900 emails of the positive class in the phishing dataset serve as knowledge
source for RAG FSL. To guarantee the validity of the evaluation results and prevent
target leakage, it was verified that the RAG phishing sample were not equal to the email
test candidate at prediction time.

Table 1 shows the results of the conducted experiment to evaluate the presented
approaches for the phishing email classification problem. The variance in results of the
individual LLMs across the three different experiments shows the influence of the different
model architectures and their training datasets on the performance in this classification
task. The size of the models, measured by the number of active parameters, can be seen
as an important but not decisive factor in the accuracy of the prediction. While Llama3.1
70B with 70 billion parameters always clearly outperforms the smaller 8B variant, the
model Mixtral 8x7B with 13 billion active parameters already achieves an accuracy of
94.71% with prompt 1 compared to Llama3 with 92.82%.

The LLMs with less than 10 billion active parameters show a mostly higher perfor-
mance using prompt 1 or prompt 2. When using RAG FSL on smaller models, the quality
of the prediction seems to decline. Gemma2 9B can be noted as an exception, since the
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Table 1. Performance of different Large Language Models for phishing email classification
for Prompt 1, the extended Prompt 2 and the proposed context-augmenting RAG FSL fusion
approach. Models are in ascending order by their number of active parameters.

Model Experiment Precision Recall F1 Specificity Accuracy

Llama3.2 1B Prompt 1 41,94 % 50,39 % 33,86 % 99,86 % 50,39 %
Prompt 2 51,09 % 51,08 % 51,07 % 50,27 % 51,08 %
RAG FSL 54,91 % 51,08 % 38,28 % 96,33 % 51,08 %

Llama3.2 3B Prompt 1 68,32 % 53,77 % 41,76 % 98,58 % 53,77 %
Prompt 2 74,02 % 51,40 % 35,71 % 99,96 % 51,40 %
RAG FSL 63,92 % 52,09 % 37,47 % 99,14 % 52,09 %

OpenChat 7B Prompt 1 91,19 % 91,16 % 91,16 % 89,92 % 91,16 %
Prompt 2 87,53 % 84,08 % 83,72 % 69,10 % 84,08 %
RAG FSL 91,43 % 90,43 % 90,37 % 98,15 % 90,43 %

Mistral 7B Prompt 1 87,43 % 85,99 % 85,84 % 95,87 % 85,99 %
Prompt 2 89,52 % 89,38 % 89,37 % 92,39 % 89,38 %
RAG FSL 89,91 % 88,13 % 88,01 % 98,65 % 88,13 %

Llama3.1 8B Prompt 1 87,82 % 87,70 % 87,69 % 90,68 % 87,70 %
Prompt 2 83,88 % 77,76 % 76,57 % 99,18 % 77,76 %
RAG FSL 78,91 % 66,24 % 61,85 % 99,44 % 66,24 %

Gemma2 9B Prompt 1 93,43 % 92,86 % 92,84 % 87,27 % 92,86 %
Prompt 2 94,44 % 94,30 % 94,29 % 91,54 % 94,30 %
RAG FSL 95,16 % 95,00 % 95,00 % 92,01 % 95,00 %

Mistral-small Prompt 1 94,97 % 94,54 % 94,53 % 99,43 % 94,54 %
22B Prompt 2 93,64 % 92,85 % 92,81 % 99,61 % 92,85 %

RAG FSL 95,79 % 95,66 % 95,66 % 98,23 % 95,66 %

Gemma2 27B Prompt 1 95,55 % 95,49 % 95,48 % 93,62 % 95,49 %
Prompt 2 95,97 % 95,97 % 95,97 % 95,36 % 95,97 %
RAG FSL 96,15 % 96,12 % 96,12 % 97,28 % 96,12 %

Command R Prompt 1 90,88 % 90,36 % 90,33 % 96,06 % 90,36 %
35B Prompt 2 91,84 % 91,71 % 91,71 % 94,50 % 91,71 %

RAG FSL 93,91 % 93,45 % 93,43 % 98,58 % 93,45 %

Mixtral 8x7B Prompt 1 94,85 % 94,71 % 94,70 % 97,54 % 94,71 %
Prompt 2 92,26 % 92,02 % 92,01 % 88,32 % 92,02 %
RAG FSL 94,33 % 93,88 % 93,87 % 98,88 % 93,88 %

Llama3.1 70B Prompt 1 93,54 % 92,82 % 92,79 % 99,26 % 92,82 %
Prompt 2 92,42 % 91,27 % 91,21 % 99,54 % 91,27 %
RAG FSL 96,22 % 96,18 % 96,18 % 97,69 % 96,18 %
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RAG FSL approach provides the best results. According to the data produced during
the experiments Llama3.2 1B as well as 3B show behavior of randomly guessing and
an overall lack of capability for the given task. Event tough the model size is small in
parameters, the RAG FSL combination leads to an accuracy of 95% using Gemma2 9B
which performs remarkably well in comparison to the results of larger models.

Prompt 2 is not capable of improving the performance of the models noticeably. On
the contrary, it produces more inaccurate classification results than the more fundamental
prompt 1. Only Mistral 7B shows improvements using prompt 2, outperforming other
approaches.

The larger models consistently perform better using RAG FSL. The only exception is
Mistral 8x7B which achieves its best classification results using prompt 1. An remarkable
conspicuity is that the larger models while using the RAG FSL only marginally outper-
form Gemma2 9B by an accuracy delta of 1.18%. This leads to the conclusion that after
a certain point model size doesn’t improve the results very much, but leads to increased
resource consumption. Some of the larger models even perform worse than Gemma2 9B
when looking at the F1-score, the ones performing better do this only by a very small
percentage.

The proposed approach for context reinforcement using a fusion of FSL and RAG
outperforms the results of prompt 2 in the experiments for most of the larger models
with the exception of Mixtral 8x7B which performs best using prompt 1.

A maximum accuracy of 96.18% is achieved with the Llama3.1 70B model. The perfor-
mance of Llama3.1 70B increased the most, from 92.82% and 91.27% to 96.18% accuracy,
with a reduced false negative rate. Also the performance of the much smaller Gemma2
9B improves from 92.86% and 94.30% to 95.00% accuracy.

The results show that choosing the right model and methodology is crucial for the
effectiveness of phishing detection. It can be concluded, that most smaller models lack
the capability of using the RAG effectively in the context of phishing detection.

5 Conclusion and Future Work

This work evaluates how well LLMs are able to distinguish legitimate emails from phish-
ing emails. The paper presents an approach that improves the effectiveness of detection
by combining the methods of Few-Shot Learning and RAG for contextual reinforcement.
The knowledge of the language model is dynamically enhanced at the time of inference
by in-context and problem-specific learning without the need of computationally inten-
sive adjustments to the actual AI model and its parameters. Experiments on a generated
test dataset have shown that our approach significantly increases the recognition rate of
models with fewer parameters and lower resource requirements, and outperforms previ-
ous approaches using open LLMs. This approach achieves an accuracy of 96.18% for the
classification of phishing emails.

The results of this work raise further questions for future research on the detection
of phishing emails with LLMs. In a next step, it should be investigated how a fusion
of the RAG information source with additional data sets affects the detection accuracy.
A promising approach could be the generation of phishing examples by an LLM itself,
as already used by attackers. In addition, the use of other embedding models and dif-
ferent semantic search methods should be evaluated. It would also be useful to consider
email metadata and file attachments. Furthermore, agent approaches that extend the
capabilities of LLMs with functional tools, e.g. for retrieving API interfaces, could be
investigated.
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