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Foreword 

In a world where artificial intelligence (AI) is rapidly expanding across diverse sectors, it 
specifically plays an increasingly central role in understanding or driving complex dynamics 
and autonomous processes. This year, the Upper Rhine Artificial Intelligence Symposium 
delves into the theme "AI for Time Series, Robotics, and Beyond," focusing on breakthroughs 
and applications that are reshaping industries, healthcare, energy, mobility, and many other 
essential fields. AI for time series analysis has emerged as a strategic research area, revealing 
hidden patterns, predicting behaviors, and detecting anomalies in datasets that evolve over time. 
This analytical capability is essential in fields such as finance, energy networks, predictive 
maintenance, and public health. Meanwhile, robotics innovations are progressively integrating 
into our daily lives and professional environments, demanding robust AI models for autonomy, 
human interaction, and real-time decision-making. 

This symposium aims to provide a platform for sharing and collaboration among researchers, 
engineers, and decision-makers. Together, we will explore essential questions about how AI 
can process and interpret time-based data, the role of AI in developing adaptive and autonomous 
robots, and the future perspectives of AI applications beyond these domains. More broadly, this 
gathering is also an opportunity to reflect on the ethical implications, technical challenges, and 
international collaborations required to foster responsible and sustainable AI. 

After 4 editions of the symposium held in Germany (respectively in Offenburg, Karlsruhe, 
Kaiserslautern, Furtwangen), UR-AI will celebrate its 5th anniversary in France. The milestone 
conference organized by the tri-national alliance TriRhenaTech, the alliance of universities of 
applied sciences in the Upper Rhine region, will stay two days in Mulhouse. For the first time, 
it is preceded by a one-day Autumn School dedicated to students willing to discover how AI 
can be used for time series from robotic platforms. 

We invite you to dive into these cutting-edge topics, exchange innovative ideas, and build the 
future of artificial intelligence together in the Upper Rhine region and beyond. 

Generated with ChatGPT 

Hip hip UR-AI !! 

Prof. Dr WEBER Jonathan 
ENSISA-IRIMAS 
Computer Department 
Université de Haute Alsace 

Prof. Dr LAUFFENBURGER Jean-Philippe 
ENSISA-IRIMAS 
Automatic, Signal, Image Department 
Université de Haute Alsace 
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Keynote 1 : Towards Autonomous Vehicles : how AI
is driving the mobility revolution?

Benazouz BRADAÏ

Reasearch & Innovation Director - Master Expert Autonomous Driving
VALEO

Fig. 1. Dr Benazouz Bradäı (VALEO)

Society is expecting cleaner, safer and smarter mobility. Automotive players are trans-
forming in order to tackle those challenges. At Valeo, we make this happen with afford-
able, electric and smart mobility solutions.

Today, most of the new cars include ADAS “Advanced Driver Assistance Systems”
features, some of them even include an Automated Driving of a Level 3 (L3) automation
according to SAE classification. Valeo was a strong partner and enabler of those world
first L3 vehicles. Major advancements in Automated Driving capabilities are still to come
where Artificial Intelligence is a key enabler.

In this presentation we discuss the ADAS acceleration and the integration of cutting-
edge AI technologies with Valeo automotive grade sensors to propel the evolution of
autonomous vehicles from parking automation to advanced driving assistance and full
autonomy. We will deep dive in few challenges on this evolution:

– How machine learning based perception is turning sensors inputs into useful under-
standing of the environment and inside the vehicle;

– How imitation and reinforcement learning are used for an efficient decision making
including the prediction of other road participants like vulnerable road users;

– The end to end driving capabilities based on AI.

Finally, we will show the results of all that on Valeo Drive4U driving on open roads with
only Valeo serial production sensors.
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Knowledge Distillation for Robotics Time Series
Classification

Javidan Abdullayev1, Maxime Devanne1, Jonathan Weber1, and Germain Forestier1

IRIMAS, Université de Haute-Alsace
javidan.abdullayevauha.fr

1 Abstract

Recently, deep learning models have shown great success in a variety of fields, especially
computer vision, speech recognition and natural language processing. The success of deep
learning models motivated researchers to apply them to time series analysis, especially in
Time Series Classification (TSC). A trend which we witness in deep learning field, state-
of-the-art deep learning models become more complex over time. It is often impractical
to deploy very complex deep learning models to embedded systems (edge devices, mo-
bile phones), robots or a production enviorenment due to resource constraints. In deep
learning context, knowledge distillation is a model compression technique which is used
to transfer knowledge from a heavy model (deep) to a lightweight model. As a result,
the lightweight model will require less resources in terms of memory and computation
but will deliver competitive performance compared to the heavy model. The purpose of
this paper is to introduce and explore the concept of Knowledge Distillation (KD) for
time series classification with specific focus on robotics time series classification using
state-of-the-art Inception architecture. In light of the fact that deep learning models are
employed in the classification of time series, we believe using knowledge distillation is a
viable research direction for the future.

2 Introduction

In recent years deep learning revolutionized the field of machine learning. Deep learning
models have shown excellent performance in a wide range of applications, particularly
computer vision [1], document retrieval [2] and speech recognition [3]. The success of deep
learning architectures motivated researchers to examine them for time series analysis, in
particular for the task of Time Series Classification (TSC). However, as proposed deep
architectures for TSC have become increasingly complex, it often becomes impossible
or at least impractical to deploy such cumbersome deep models to robots with limited
resources (memory constraints, computational power, etc.).

Hence, the development of shallower models maintaining good performances is re-
quired. In this context, one of the model compression techniques is called knowledge
distillation which allows for knowledge to be transferred from a larger deep model or en-
semble of models (the teacher) to a smaller model with fewer parameters (the student).
As a consequence, the resulting smaller model will require less computing power and
less memory consumption while performing competitively with the larger model. The
purpose of this paper is to introduce and explore the concept of Knowledge Distillation
(KD) with specific focus on robotics time series classification. We analyze the effects of
KD with the state-of-the-art deep learning model for TSC, the Inception architecture,
by assessing its impact on shallower models by reducing the number of layers.
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This idea of Knowledge Distillation was first proposed by Bucilia et al. 2006 [4]. Later,
Hinton et al. 2015 [5], further developed this concept and proposed to train a student
model using the output of the softmax function so that softmax outputs of student and
teacher networks are close to each other. This concept has been mainly evaluated in
Computer Vision for image classification.

In the domain of time series analysis, Deep Learning has also been shown to be very
effective for TSC. Several Convolutional Neural Network (CNN) approaches have been
proposed and adapted for TSC, such as multi-scale CNN [6], Fully Convolutional Net-
work (FCN) [7] or Residual Network (ResNet) [7]. Later, in a review paper by Ismail
Fawaz et al.[8], these approaches were compared with other deep learning approaches.
A more recent approach adapting the Inception architecture for TSC, namely Inception-
Time [9], demonstrated that considering various sizes of convolutional filters results in
better classification accuracies.

3 Proposed Approach

The core idea of Knowledge Distillation implies two neural networks, a teacher (generally
a deep model) and a student (generally a shallow model), as illustrated in Figure 1. The
goal is to train a student model on a time series dataset D by leveraging the knowledge
acquired by a pre-trained teacher model. The knowledge generally refers to the last layer’s
output of the teacher model. To consider Knowledge Distillation, during training, the
student model is optimized to mimic teacher final predictions through a distillation loss
(the Kullback-Leibler divergence) measuring the similarity between both models proba-
bility distributions. The knowledge obtained from a teacher model during the training
of the student model is recorded in the distillation loss. Moreover, the student model is
also optimized to minimize the classification error through a student loss (cross-entropy).
Thus, the final Knowledge Distillation loss LKD is defined as:

LKD = λ× LCE(Y, ŶS) + (1− λ)× τ2 × LKL(Ŷ
τ
T , Ŷ

τ
S), (1)

where λ controls the weight of both distillation loss LKL and student loss LCE .
The student loss LCE corresponds to the classification loss defined as the cross-entropy
between student predictions ŶS and true labels Y.

For the backbone architecture in our Knowledge Distillation framework, we choose
the Inception architecture [9] as the pre-trained teacher. As shown in Figure 1, the teacher
Inception network contains two residual blocks, each including three Inception modules.

For the student model, we follow the same Inception architecture but with fewer
of Inception modules (layers). Hence, we build five different student models, denoted as
Model #M, by varying the number of Inception modules from 1 to 5. Detailed information
about configuration of student models is given in table 1.

Teacher Students

Model name Model 6M Model 5M Model 4M Model 3M Model 2M Model 1M

# Inception modules 6 5 4 3 2 1

Total # parameters 422 627 325 347 244 963 164 579 83 555 3 171

Table 1. Configurations of our teacher Inception and student Inception architectures
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Fig. 1. Overview of our knowledge distillation architecture for time series classification

4 Experimental Evaluation

4.1 Experimental Setup

A large repository of time series datasets known as UCR Archive 2018[10] is used to
evaluate student models. The repository contains 128 datasets but for a fair comparison,
datasets containing unequal lengths or missing values are discarded. Consequently, we
consider 112 univariate time series in our experiments.

The process of knowledge distillation start by training teacher model five times for
each dataset. Among the five runs, the model with the lowest training loss is selected for
knowledge distillation in order to achieve reproducible results. Then the selected teacher
model is used to guide training process for the student model as described in Figure 1. In
parallel, we also train the same student model, which we denote as studentAlone model,
without taking into account knowledge distillation. In our experiments, aim is to assess
impact of Knowledge Distillation on performance of shallower student models for the
case of TSC. For that reason we compare the performances of student models benefiting
from Knowledge Distillation against the studentAlone models trained only without the
distillation loss. We train each student and studentAlone moels five times to reduce
dependence on random initialization of Inception models. In order to assess each model’s
performance, we average the accuracy of five runs per dataset

4.2 Experimental Results

UCR Archive 2018 We first consider 112 time series datasets from the UCR Archive [10].
For each time series dataset, we compare the classification performances of both stu-
dent #M and studentAlone #M models with various number of Inception modules. We
then count the number of wins (student accuracy greater than studentAlone accuracy),
losses (student accuracy lower than studentAlone accuracy) and ties (equal accuracies)
for each student #M and studentAlone #M models. Comparative results are reported
in Table 2. Furthermore, Figure 2 depicts number of wins for each model configuration.
We can observe that Knowledge Distillation is particularly interesting in the case of in-
termediately complex models (Model 4M ), where the student 4M model obtains higher
accuracies than the studentAlone 4M on 57 time series datasets.
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Model 1M Model 2M Model 3M Model 4M Model 5M

Win Tie Loss Win Tie Loss Win Tie Loss Win Tie Loss Win Tie Loss

19 6 87 38 12 62 42 19 51 57 13 42 46 18 48

Table 2. Win/Tie/Loss comparison of student #M and studentAlone #M models with various
numbers of layers. These results are based on student performance.
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Fig. 2. Number of wins considering classification accuracy according to various numbers of layers
of student models.

Based on all the results, we can conclude that in case of complex student model
(student 5M) knowledge distillation does not help to improve the performance. This can
be explained by the fact that as student models have similar complexity respect to a
teacher model they will be able to capture discriminative patterns from the data without
considering knowledge distillation thus demonstrate competitive performance with the
teacher model. In case of intermediate complexity student model (student 4M), knowl-
edge distillation helps to improve the performance significantly. The reason for this case
is that since the student models have enough complexity, they can leverage and cap-
ture knowledge from a more complex teacher model. For relatively less complex student
models knowledge distillation degrades performance of the student models (student 3M,
student 2M, student 1M). This is due to the fact that less complex student models do
not have enough capacity to leverage knowledge from a more complex student model.

Robotics Time Series Knowledge distillation is particularly interesting in the field
of robotics in order to embed large deep neural networks in resource-constraint robotics
systems. Hence, we focus especially on robotics time series by analyzing the results ob-
tained for two related datasets, included in the UCR Archive, SonyAIBORobotSurface1
and SonyAIBORobotSurface2. These datasets include use cases for surface detection us-
ing accelerometer data. Time series examples from SonyAIBORobotSurface1 dataset are
illustrated in Figure 3. The robot has 3 accelerometers: roll, pitch and yaw. The examples
from the Figure 3, represent accelerometer values that recorded in X axis. The task is to
detect whether the surface being walked on is carpet or cement. The SonyAIBORobot-
Surface2 dataset contains same kind of examples as SonyAIBORobotSurface1 dataset
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but the task in that case is to detect whether the surface being walked on is field or
cement.

Fig. 3. Example time series from SonyAIBORobotSurface1 dataset.

Figure 4 and 5 demonstrate performance of all designed student #M, studentAlone #M
and teacher models with different number of Inception modules for SonyAIBORobot-
Surface1 and SonyAIBORobotSurface2 datasets respectively. From the figure 4, we can
notice that all distilled student models except student 5M model demonstrate better
performance than the studentAlone models. The results that we discussed in previous
section is valid for the intermediate and complex student networks but not for smaller
student architectures. In case of sonyAIBORobotSurface1 dataset we can observe that
smaller student models perform better than studentAlone models. The distilled student
model even with only one inception module, student 1M, demonstrate better perfor-
mance than the studentAlone 1M model. The accuracy of student 1M, studentAlone 1M
and teacher models are 87.4%, 85.4% and 86.9% From the results, it is obvious that
knowledge distillation improves the performance of the studentAlone 1M model by 2%.
To find an explanation for this behaviour we visited the dataset source 1, as written there
the dataset has only 20 training examples. It means that the dataset is too small thus
even smaller student models can capture discriminative features from the data as well as
leverage knowledge from the teacher model.

We also analyze performance of knowledge distillation on another robotics dataset
SonyAIBORobotSurface2. From the figure 5, we can observe similar patterns that we ob-
served for SonyAIBORobotSurface1 dataset. Smaller and intermediate distilled student
models demonstrate slightly better performance over the corresponding studentAlone
models. Based on the source 2, the dataset contains only 27 training examples which
shows the reason why smaller distilled student models performs better than studen-
tAlone models. For the complex distilled student 5M model knowledge distillation does
not improve the performance. From the Figure 5 we can notice an unexpected pattern
in which performance of studentAlone models do not improve as we increase number of
inception modules after studentAlone 3M model. We believe that this pattern is due to
overfitting issue with this dataset as it contains only 27 training samples.

1 https://www.timeseriesclassification.com/description.php?Dataset=SonyAIBORobotSurface1
2 https://www.timeseriesclassification.com/description.php?Dataset=SonyAIBORobotSurface2
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Fig. 4. Performance of student #M, sudentAlone #M and teacher models with different number
of Inception modules on SonyAIBORobotSurface1 dataset.

1 2 3 4 5
0.8 

0.85 

0.9 

0.95 

1 
Student_#M
StudentAlone_#M

Number of Inception modules

A
cc

ur
ac

y

Fig. 5. Performance of student #M, sudentAlone #M and teacher models with different number
of Inception modules on SonyAIBORobotSurface2 dataset.
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5 Conclusion

In this paper, we analyzed the success of knowledge distillation on Inception network
in the case of TSC, particularly for two robotics datasets. We assessed the impact of
knowledge distillation by reducing the complexity of student models while leveraging
teacher knowledge. In particular, we evaluated the impact of knowledge distillation by
reducing the number of inception modules in student architectures. The experimental
results conducted on the UCR Archive 2018 datasets which is the largest repository
of time series datasets available and it suggests that knowledge distillation boost the
performance when applied on intermediate complexity student models. This results is
inline with the one that observed in [11] for image classification problem. The student 4M
Inception model has 2 more wins over the teacher model. Considering that the number
of parameters for the student 4M model is 42% less than the teacher Inception model
then the student 4M model can be regarded as a very promising architecture to replace
the teacher model.

The results that we observed on robotics dataset was a bit different. For robotics
datasets knowledge distillation improved performance for even smaller student models.
We strongly believe that this is due to less number of training examples in those datasets.
According to the experiments on robotics datasets, even student 1M model demonstrate
slightly better performance than the more complex teacher model. It is worth to note that
the number of student 1M model parameters is equal to about 1% of the teacher model
parameters. Based on these results, we can say that knowledge distillation is effective also
for robotic datasets since it allows significant reduction in model size while maintaining
good performance. Contrary to image classification problems in which knowledge distil-
lation evaluated on few datasets, in our study we considered 112 time series datasets,
demonstrating that finding an appropriate architecture for all type of datasets is not a
straightforward task.
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Combining Variational Autoencoder and Recurrent
Neural Networks for Generic Human Motion

Prediction

Jonas Hansert

Karlsruhe University of Applied Sciences
jonas.hansert@h-ka.de

Abstract. Real-time motion prediction in a three dimensional environment is re-
quired for many application from autonomous cars to human robot collaboration
to free-fall sorting machines. The most widely distributed sensors for the detec-
tion of three-dimensional environments like time of flight cameras, lidar sensors,
stereo cameras or radar devices delivers point clouds or other formats that can
easily converted to point clouds. The high dimensionality of point clouds and even
voxel grids is a major challenge for real-time motion prediction. Most approaches
use a skeleton tracking algorithm for dimensionality reduction, which itself is very
error-prone. We investigated an approach consisting of a combination of two sep-
arately trained neural networks. We used a variational autoencoder for dimension
reduction combined with a long short-term memory or a gated recurrent units
network for time series prediction in latent space. We were able to show that it
is possible to make reliable motion predictions up to one second into the future,
depending on the motion.

Keywords: Human Motion Prediction, Recurrent Neural Network, Variational
Autoencoder, Machine Learning, Time Series Prediction, 3d Computer Vision

1 Introduction

Predicting human motion is crucial for human-machine interaction. Humans are adept
at predicting human motion, allowing us to collaborate with others. Navigate through
crowds without causing accidents, solving tasks together, or to defend ourselves against
attacking players in sports games are some examples. But even simple tasks such as
shaking hands require a reliable prediction of human movement.

For intelligent machines, predicting human motion is important for avoiding colli-
sions and enabling successful human-robot collaboration. It has already been applied to
autonomous driving, intelligent robots and human-robot collaboration. Most 3D human
motion prediction methods are based on skeletons [1–4]. Skeletons have the advantage
that their dimensions are small, for example 25 joint positions in the widely used Mi-
crosoft Kinect V2 skeleton tracker [5]. However, estimating the position of skeletal joints
is itself a challenging task with a non-negligible error. This error becomes much larger
when there are objects close to the person or when some parts are in shadow of other
objects.

In our approach, we work with voxel grids and reduce their dimension with a Varia-
tional Autoencoder (VAE). In the low-dimensional latent space, we use time series pre-
diction models, which have been used with good results in many other applications [6–8].
This has several advantages over skeleton tracking. We have information about the envi-
ronment that can influence the human’s motion, and we can also predict changes in that
environment.
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2 Hardware and software setup

For data collection, we used an assembly station with the task of building a Fischertechnik
model. The step-by-step instructions were projected on the worktop and the participants
could move a wooden cube to see the next step. A detailed description of the setup and
the task can be found in [9]. The data is captured using a RealSense D435 depth camera
mounted centrally at a height of 2.5 meters at the rear end of the worktop. In figure 1
the assembly workplace used in this work is shown.

Fig. 1: The assembly workplace used for data collection.

The complete workflow of our 3d human motion prediction algorithm is illustrated in
figure 2.

The depth camera (A) is mounted centrally at a height of 2.5 meter at the rear end
of the worktop, so that the worker is imaged from the front-up.

In the next step we use the GPU-Voxels library [10] (B) to convert the point cloud to
a voxel grid of size 64x64x64 voxels with the origin at the left rear corner of the worktop
and with the worktop as a ground plane. In a calibration phase, we record the empty
workspace and mark all the detected voxels as background and remove them from the
voxel grid. To speed up the following calculations we unite a cube of 8 voxels to a single
voxel if a minimum of 4 voxels are occupied in this cube. In this representation each voxel
has a length of 4cm and we observe a quadratic space of 1,28 meter length in each axis.
Our tests showed, that this is large enough for our use case.

Next, the voxel grid is used as input for the 3d convolutional VAE (C) where the
dimension is reduced to a vector of size 32. The architecture of our VAE and the reason
for the latent vector size are discussed in section 4.
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A: RealSense D435person at a assambly
workstation point cloud 3d voxel grid

latent vector predicted latent
vector predicted voxel grid

B: GPU-Voxels

D: prediction E: decoder

C: encoder

Fig. 2: The pipeline of our system for motion prediction on assembly workstations

We use this latent vector to predict the latent vector of the next time step. We use
different models, like Multi-Layer Perceptron (MLP), Recurrent Neural Network (RNN)
and Convolutional Neural Network (CNN), in this step (D). We train them and evaluate
their accuracy. They are described in section 5.

To get the predicted voxel grid, we decode the predicted latent vector with the decoder
of our VAE (E). If we want to predict more than one step, we have to calculate this for
every step.

For data collection, training and evaluation, we used a workstation with a 16-core
Intel I7 CPU, 64GB RAM and a NVIDIA GeForce RTX2080 Ti GPU.

3 Datasets

Because motion prediction does not require any labels in the dataset every dataset con-
taining time series of point clouds could be used. Nevertheless the most of the widely
used data sets for 3d human motion prediction only contain skeleton points or angles but
not the pointcloud data or depth data we need for our algorithm. In this section we will
introduce some datasets for motion prediction.

Human3.6M [13] is a large dataset with 3.6 million human poses and 17 scenarios.
For motion prediction only the scenarios are from interest. The dataset contains 3d joint
positions and angels and time-of-flight range data and some additional data not relevant
for human motion prediction. This is the most widely used dataset for human motion
prediction. Unfortunately, our account was not activated, so we did not get access to this
data set.

The CMU Panoptic Dataset [14] contains, aside to a large range of multi-person
scenarios, just 23 short recordings of single-person motions and each of them in different
scenarios. This makes it hardly suitable to train or evaluate our neural networks.

3DPW [15] is another large dataset containing many scenes in the wild. It contains
60 video sequences and more than 51000 indoor and outdoor poses. Because it do not
contain point clouds or depth data it is not suitable for our purpose.

G3D [16] is a large dataset of actions in computer games. It contains skeleton data
as well as depth data. Each of the 24 action is recorded 30 times with 10 different actors.
This dataset is suitable for our application but not used for the evaluation of any other
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motion prediction tasks. This led to our decision, that there is no advantage in using the
G3D dataset compared to our own dataset.

AMASS [17] dataset is a large dataset widely used for 3d motion prediction tasks.
Unfortunately this dataset only contains skeleton and surface shape data. Caused by the
missing point cloud data we can not use this dataset for our application.

The NTU RGB+D [18] Dataset contains 120 action recognition classes, most of them
are single person daily actions. It contains 114,480 video samples of an average length of
1.9 seconds. If we want to train our network to predict a time step 1 second in future, this
means, that we only have 0.9 seconds training data with no historical data we usually need
for prediction with Long Short-TermMemory (LSTM) oder Gated Recurrent Unit (GRU)
networks. This makes the NTU RGB+D Dataset not suitable for our application.

WBHM [19] dataset contains a total length of 7.68 hours. The long sequences would
be perfect for human motion prediction. However, the dataset unfortunately contains
neither point cloud nor depth data.

Because there is no dataset which fits well to our requirements, we collected two own
datasets. In the first dataset we collected many different human poses in order to train
the VAE with this data. Because balanced training data leads to better results [20], it
is important that the number of frames for each human pose is uniform distributed. We
recorded two persons for 15 minutes, grasping one part after the other, without building
the model.

The second dataset contains the recordings of the building process of the Fischertech-
nik models. It combines the model building parts with short sequences of picking up new
parts from the pick-by-light boxes. We recorded eight test subjects with durations be-
tween 16 and 48 minutes. In total we recorded 263 minutes.

4 Variational autoencoder architecture

The VAE is line symmetric. Due to better local dependency and fewer weights, we decided
to use 3d convolution layers instead of fully connected layers in a vanilla VAE. We
followed the architecture used by Brock et al. [11] but made some changes. We changed
the input layer to 50x50x50, the size of our voxel grid and adapted the size of the other
convolution layers to 16x16x16, 16x16x16 and 8x8x8 in the encoder part of our model.
The decoder is designed symmetrical to the encoder. We added a dropout layer after
each convolution layer for better generalisation changed the number of latent neurons to
the desired dimension of the latent space.

To find the best dimension of the latent space, we trained the 3d convolutional VAE
with latent dimensions of 16, 32 and 64. A latent dimension of 32 gave the best results
with an accuracy of 0.974.

5 Time series prediction

We decided to train and evaluate the time series prediction models separated from the
3d convolutional VAE because the training is faster and because the the training data
recorded for the prediction is less suited for training the VAE. Therefore, we give our hole
training data set to the VAE and use the sequences of latent vectors for the training of
our prediction models. We tested several different architectures and some of them with
different hyper-parameters.
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Multi-Layer Perceptron The architecture of MLP is poorly suited for time series
prediction. Nevertheless, we did not want to ignore them because of their simple structure
and the completeness of our comparison. We decided to use the past 10 time steps as
input, which corresponds to 320 neurons in the input layer. We evaluated two different
architectures. The first consists of one fully connected hidden layer with 500 neurons (Fig.
3 left) and the second of two fully connected hidden layers with 500 and 320 neurons .
We tested both variants for the prediction of the next time step and the prediction of
the next ten time steps (Fig. 3 right).

Fig. 3: MLP with 1 hidden layer for the prediction of one time step (left) and MLP with
one hidden layer for the prediction of 10 time steps (right)

The mean squared error of the single layer network is with mse = 0.03 better than
the two-layer network (mse = 0.04) for the prediction of one step and they are equal for
the prediction of ten steps with mse = 0.07.

Convolutional Neural Network CNNs are well suited for time series prediction.
With convolution over time, they are good at learning temporal relationships due to
their structure. In our architecture a single 1d convolutional layer with 64 kernels of size
4. It is followed by a max pooling layer with kernel size 4 and after a flatten layer a
fully connected layer (Fig. 4). For the one step prediction the output layer consists of 32
neurons and for the prediction of 10 time steps of 320 neurons.

Single Layer Long Short-Term Memory Network LSTM has been the first type
of RNN to be used successfully in a wide range of applications, because they include
mechanisms to avoid vanishing and exploding gradients. Our LSTM network consists of
a single LSTM layer with the input and output layers of our MLP network (Fig. 5). For
multi step prediction we designed the LSTM like the MLP with a larger output layer for
10 time steps.

The results of our single layer LSTM is better than the MLP but with mse = 0.025
in the case of one step prediction and mse = 0.065 for predicting the next ten steps it is
still not very reliable.

Single Layer Gated Recurrent Unit Network GRUs are faster in the training
process. and in the application often with better results, compared to LSTM. We decided
to train a single layer GRU network and to compare it to the single layer LSTM. The
architecture is similar to the architecture of the LSTM network.
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Fig. 4: CNN for single step prediction (left) and CNN for multi step prediction (right)

Fig. 5: LSTM with 1 hidden layer (left) and LSTM for multi step prediction (right)
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The single layer GRU network has mse = 0.024 for single step prediction and mse =
0.063 for multi step prediction. This is very similar to the single layer LSTM network.
Because it is faster then the LSTM network in both, training and run time, we decided
to use this network for our following tests.

Multi-Layer Gated Recurrent Unit Network Due to the best performance of the
single layer GRU network, we tried to give more complexity to the model by adding a
second GRU layer (Fig. 6). This architecture outperformed all other tested architectures
with mse = 0.0235 for single step prediction and mse = 0.060 for 10-step prediction.

Fig. 6: GRU network with two GRU layers.

6 Evaluation

In this chapter we take the best performing network architecture, the GRU network with
two layers of 32 and 64 cells and evaluate it in different settings. We use the recording of
one person for the evaluation. This net has a mse = 0.024 on the test data which is the
same we had on the validation data (Fig. 7). For the prediction of 10 time steps in future
it performs worse with mse = 0.075, but still better than all the other architectures we
tested.

To have an idea how good the network architecture performs for the prediction of
longer terms, we trained it for the prediction of one time step, 0.33, 0.66 and 1 second
in future. The results are shown in Table 1.

predicted time mean squared error

1 step (0.03 second) 0.024

10 step (0.33 second) 0.06

20 step (0.66 second) 0.09

30 step (1.00 second) 0.11

Table 1: Mean squared error for different prediction periods

Until now, we only looked at the predicted time series of latent vectors. Due to
the properties of the VAE, this correlates to the accuracy of the predicted voxel grids.
However, this needs to not be a linear relationship. For our hole algorithm, we have an
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Fig. 7: The mean squared error over the training epochs on the training data (blue) and
the validation date (red).

accuracy of 6.624 for the prediction of a single step 0.33 seconds in future from voxel
map to voxel map.

7 Discussion

Bütepage et al. [2] [1] introduces a system using an autoencoder to predict motions based
on the angels of 24 joints of the human skeleton. They compared three methods to input
the timesteps to the autoencoder. In the first, the autoencoder is symmetrical, this means
the decoder can be seen as the approximate inverse of the encoder. In this model the
input of the autoencoder is only the actual time step and the output is one predicted
timestep.

In the second autoencoder some 1d convolutional layers are added in front of the
autoencoder input layer. Their kernels cover all the 24 joint angles and only fold over
time. The third autoencoder uses a graph neural network to model the connections
between the joints and to shrink the dimension of the input data before combining the
different time steps. They got the best results with the third model. It has a mean angle
error on the joint angles of 0.27 for prediction of 1 second and 0.15 for prediction of 0.08
seconds.

This result can not be compared to our result because we used voxel grids and
Bütepage used joint angles. We see, that the accuracy does not decrease as fast as in our
approach for long term prediction. However, Bütepage does not take into account the
error in the skeleton tracking algorithm.

Martinez et al. [21] introduced a sequence to sequence model to predict 57 joint angles
of the human skeleton. He used a single GRU layer with 1024 units and input and output
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layers of 57 neurons. They introduced a zero velocity model as baseline. They reached a
mean angle error of 1.15 for the prediction of 0.4 seconds and 0.36 for the prediction of
0.08 seconds. This result can not be compared to our result as already described above.

8 Conclusion

In summary, our algorithm is able to predict human motion 0.33 seconds into the future.
For long term prediction, our algorithm, like all time series prediction algorithms, has
some disadvantages compared to motion primitives.

The advantage of our algorithm is the omission of the skeleton tracking algorithm and
the generation of a voxel grid that can be used by state-of-the-art robot motion planning
algorithms without further conversion.

Due to the different data structures, it is not possible to compare the performance
of our algorithm with state-of-the-art algorithms. Butepage et al. [2] and [1] use an
autoencoder and Martinez et al. [21] use a GRU for short-term human motion prediction.
As the dataset they use contains only skeleton points, it is not possible to compare our
results with theirs. Generating voxel grids from the skeleton data and comparing the
results on this basis could be a solution for further work.
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Abstract. With climate change and global rising temperatures heat health warning systems have become 

important in accurately predicting heat waves. However, most heat health warning systems rely on the ambient 

temperature forecast and do not take indoor building conditions into consideration. Moreover, a general heat 

warning system cannot accurately predict the heat stress conditions in individual buildings. To implement the 

prediction algorithms the study also proposes a Raspberry Pi based measurement system. Furthermore, to reduce 

the computational load on Raspberry Pi a Transfer learning technique is implemented from a pre trained Long 

Short-Term Memory (LSTM) neural network. The results show prediction accuracy of 97% with an RMSE of 

0.218 for indoor temperature prediction. 

Keywords: Self learning; Neural networks;  Grey-box models; Blac-box models, heat warning, building thermal 

dynamycs  

1 Introduction 

  Global temperatures are increasing due to global warming, leading to a higher occurrence of hot days with 

temperatures exceeding 30°C in Germany. Longer heat waves can have various impacts on the population leading to 

higher health risks as hot weather can be a major cause for stress in the human body [1]. A key challenge for 

maintaining health in heatwaves, relies in reducing heat strain via an adequate management system that ensures 

thermal comfort [2].  This is possible with different measures such as efficient ventilation and shading, using air 

conditioning systems, among others. A big challenge in the correct implementation of these measures is the 

assessment of stress in individual environments [3]. 

 Timely preparation and prevention are the most effective measures against heat stress. Most warning 

systems in operation are restricted to the forecast of outdoor heat stress and they don´t account for specific 

conditions inside buildings [4]. As the heat impact of buildings indoors varies due to local conditions, each building 

must be rated separately. For this purpose, a system is needed that can be integrated into existing buildings to 

reliably measure and evaluate various building specific parameters to determine and predict building-specific 

conditions of heat stress, determine specific actions, and issue a heat warning. 

 To make this kind of system widely available, it should be compact, low power consuming and low cost. In 

recent years artificial intelligence (AI) capable, low cost, compact processing devices such as the Raspberry Pi have 

been more widely available in the market, but due to their size, their processing power is still constrained. This 

presents a challenge in terms of deploying and running complex algorithms to process the information and learn 

from the conditions of the environment where they are placed. The computational requirements of these algorithms 

may exceed the capabilities of the device. Furthermore, the limited memory capacity of these devices may pose 

constraints on the size and complexity of the models that can be deployed [5]. 

 In this paper, we will discuss the development and implementation of self-learning algorithms developed 

with AI techniques to perform temperature predictions and deliver warnings within our low cost in-house developed 

heat warning system.  The heat warning system was developed as part of the project heatGUIde, which is supported 

and funded by the Baden-Württemberg Stiftung. It was designed to monitor and predict extreme heat stress events in 

residential buildings. It consists of the integration of multiple sensors to measure thermal comfort parameters such as 

temperature, humidity, wind velocity, mean radiant temperature (from a black globe temperature sensor), light, and 
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CO2. The design is based on an Internet of Things (IoT) architecture, with a central gateway based on a Raspberry 

Pi computer as the main core for processing, and LoRa modules for data transfer.  

2 System Design & Architecture 

The heatGUIde heat warning system was built following methods based on the architecture of Internet of Things 

(IoT) systems for the data collection. The devices based on these architectures are often resource-constrained, small 

sized and can be battery-powered due to their low energy consumption [6]. This makes them a satisfactory solution 

for a low cost, multi sensor device. The sensors for the measuring system were selected based on cost, energy 

consumption, accuracy, and availability in the market.  

The measuring system consists of a node and a gateway. The node measures the indoor comfort parameters and 

transfers this data to the gateway. The node consists of low-cost sensors hardwired to an ESP32 microcontroller 

enclosed in a 3D printed casing. The sensors measure Temperature (°C), and Relative Humidity (%rh), CO2 

Concentration (ppm), Wind Speed (m/sec), and Mean Radiant Temperature (°C). 

The ESP32 reads out the measurement data from the sensors and sends the data wirelessly to the gateway. The 

gateway is the central processing unit of the measuring system. It consists of a Raspberry Pi, LCD screen and a 

LoRa Hat. LoRa radio communication is used to communicate between the node and the gateway. LoRa is a 

proprietary radio communication technique operating sub gigahertz radio frequency band capable of data transfer 

over longer distances and through obstacles like thick walls. The LoRa hat in the gateway makes the Raspberry Pi 

LoRa capable there by circumventing the use of standard LoRa gateways available on the market.  

The gateway consists of necessary software for data collection, storage, analysis, visualization and the algorithms 

for data learning and prediction. The system architecture and the information flow through different software is 

shown in Figure 1.  

 

 

Figure 1. System architecture and data flow of the measurement system for the project heatGUIde 

The data received by the gateway is decrypted by ChirpStack (LoRa WAN Server software), which is then sent to 

Node RED using mosquito MQTT broker. The Node RED is a graphical developing software, which directs the data 

from the MQTT broker to various destinations. Additionally, Node RED can also be programmed to display 

interactive dashboards on the gateway screen. Different models discussed in this study are deployed in different 

Python containers. The Node RED communicates the data with different Python containers to forecast heat stress 

indicators. The calculated metrics are saved in an influx Database locally and on a remote server for backup. The 

important results and forecasted heat warnings are displayed through interactive dashboards on the Gateway.  
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3 Methods 

3.1 Data Acquisition 

With the intention of making the AI models more generic and adaptable to different climatic conditions in Germany, 

the models should be fed with the local weather information. To achieve this, we considered the Test Reference 

Year (TRY) data with 14 parameters modelled from the weather data for the last 20 years. A Principal Component 

Analysis (PCA) was performed to identify the important parameters for forecasting.  

The TRY data was incorporated into a real-world scenario at Project House Ulm. Project House Ulm is a single-

family house, equipped with multiple sensors and data collecting systems for the purpose of studying real world 

conditions. For the initial analysis we created Long Short-Term Memory (LSTM) neural networks with data from 

Project House Ulm and the TRY data. A data model was built as follows: 

Table 1. Offline: Past Data, Actual Data, without forecast as features. 

Features (inputs) Predictions (outputs) Horizon Historical input Results 

Indoor Temperature Indoor Temperature 1+ days  

(Tested 3 days) 

5 days past R2: 0.975 

RMSE: 0.59 

 

The forecast results are shown in Figure 2 which displays the accuracy of predicted values compared to the original 

dataset. 

  

Figure 2. Validation of preliminary analysis neural network models results. The graph shows different test set validation 

scenarios of temperature predictions, presenting good adaptation from the data in fluctuating temperature scenarios. 

The number of features selected can impact directly in the predictions using neural networks. By means of an 

analysis with PCA reductions we estimated the effect on the overall prediction error. The error is relatively small 

when using the full 12 features in the TRY dataset. However, when reduced by up to 7 dimensions, the error remains 

consistently low, allowing accurate prediction with less data. 

Following the initial proof of concept and PCA analysis, we shifted our focus to acquiring and utilizing real data 

from residential building rooms. After completing the initial proof of concept and PCA analysis, we gathered the 

indoor data from the heatGUIde system with outdoor data sourced from the German Weather Service (DWD), along 

with weather forecasts from their MOSMIX model. These combined datasets were used to train several black and 

grey-box models.  

The heatGUIde system is integral to our data acquisition process. The data collected by these nodes was pivotal for 

the development, training, validation, and continuous evaluation of our diverse model approaches. The system offers 

real-time indoor heat stress and comfort data for model predictions and evaluations. Storing and analyzing this data 

helps us better understand how different environmental factors collectively affect indoor heat stress conditions. 
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3.2 Modeling Approach 

Indoor room temperature is a principal factor involved in the physical sensation of heat, and we base our heat 

warning calculations mainly on it. For instance, our focus relies on accurate prediction and understanding the 

changes in the room temperature where our heat warning system nodes are installed. 

In this work, different self-learning models were explored. To study their differences, we divided the approaches 

into black-box and grey-box models.  

 
Figure 3. Data flow of the implementation of a self-learning algorithm for an indoor heat warning system 

The first modeling approach explored the creation of black-box models. Black-box models are complex algorithms 

known for generating reliable predictions or outputs based on the self-adaptation of their input data, but with their 

decision-making processes being opaque [7].  

Our selected black-box models were Long Short-Term Memory (LSTM) neural networks, which are a special kind 

of Recurrent Neural Networks (RNN), that were utilized due to their capacity to learn and remember patterns over 

extended sequences, crucial for time-series data inherent to temperature predictions. 

In addition, we explored the use of Transfer Learning with LSTMs to reduce the processing requirements. Transfer 

learning is a machine learning technique that works based on using pre-trained models developed for a specific task 

and trained on extensive datasets and reusing the model as the starting point for a model on a second task, leveraging 

pre-learned patterns for enhanced learning efficiency and accuracy. It's especially useful in scenarios where the data 

is scarce, or computational resources are limited. 

The second modeling approach uses grey-box models which are a type of predictive model that combines both 

theoretical and empirical approaches, offering a balance between the transparency of physical models and the 

predictive power of black-box models. They incorporate known physical processes with data-driven components, 

facilitating interpretation while maintaining predictive accuracy [8]. 

The selected grey-box model included in this study is a 2R2C model. An RC (Resistor-Capacitor) is a simplified 

representation of building thermal analysis to simulate and understand the thermal behavior and heat transfer 

processes within buildings. It uses electrical analogs of thermal resistances (R) and capacitances (C) to model the 

heat flow and thermal storage within building elements. 

In comparison to a 1R1C model which is a very simple lumped parameter model, the 2R2C model introduces an 

additional layer of complexity and precision. While computationally more intensive, it provides detailed insights 

into thermal dynamics, improving the accuracy of the predictions. 
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4 Implementation 

Each of the selected modeling approaches works with distinct methodologies which require specific tools for their 

correct development and implementation. 

4.1 Platform and Tools 

All the software frameworks on the Raspberry Pi utilize docker containerization. The model implementation, 

conducted using Python 3.10, is described in Figure 5, outlining the process of training and validation. 

 

Figure 4. Model Training implementation 

Both model implementations require the use of measured data. As mentioned in Section 3, the collection of real data 

is important for this step. The required data is first retrieved from the database, and then preprocessed with python 

Pandas to fill in gaps. To facilitate the training and prediction, and to match the heat warnings, the data was 

resampled to one-hour intervals. As some data is measured in smaller samples, data must be up sampled, and with 

matching sampling rates, the datasets are joined and prepared for the modelling.  

4.2 Black-box models and transfer learning. 

For the black-box models, python TensorFlow and Keras were employed due to their extensive libraries, community 

support, and scalability offering the flexibility and resources necessary for building and training complex neural 

networks. This combination facilitated a smooth development process, allowing for efficient design, training, and 

validation of the LSTM neural networks. The availability and support of a full TensorFlow installation, 

containerized within the Raspberry Pi environment, were significant factors influencing the choice of this 

framework. 

The selected features were divided into two categories, and scaled separately using min-max normalization as 

follows: The first feature uses the indoor temperature which was time shifted to be given as the predicted value and 

kept in its current state as feature. Second the general conditions of the prediction, such as ambient temperature, 

radiation, wind speed, and time derived features, such as the time of the day, month, weekday, weekend, and season. 

The latter features were scaled separately to re-scale the outputs independently when performing predictions. The 

final structure of the Artificial Neural Network (ANN) model is shown in Table 2. The model was trained during 

400 epochs, with an early stopping callback with persistence of 20 epochs, and with a batch size of 32, using the 

ADAM optimizer with a mean squared error as loss function. 

Table 2. LSTM neural network architecture for black-box model.  

Layer (type) Output shape param 

Input Layer (None, 1, 14) Neurons: 14 
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LSTM (None, 1, 100) Neurons: 100, Return sequences: True, Function: Tanh 

Dropout (None, 1, 100) Value: 0.9 

LSTM (None, 1, 50) Neurons: 100, Return sequences: True, Function: Tanh 

Dense (None, 1) Neurons: 1, Function Linear 

 

Training neural networks on the Raspberry Pi presented significant challenges due to its limited processing power 

and memory capacity, therefore we explored two approaches: training with the full dataset and employing transfer 

learning. 

Using the complete dataset provides the model with a broader understanding of the processes happening in the data, 

but it is computationally intensive for the Raspberry Pi. To mitigate this limitations as a second approach, models 

were initially trained on a more powerful system using a subset of the data, then fine-tuned on the Raspberry Pi 

using real-time data from the heatGUIde nodes. This approach ensured the models could efficiently learn and adapt 

to the unique characteristics of each household without overwhelming the Raspberry Pi’s computational resources. 

To implement transfer learning, we executed a simple strategy, which consists in pruning the original model from 

their output layer, substituting it for a new output layer, and restricting the training of the layers to the last one. This 

way the original layers remain so-called “Frozen” and only low computational requirement is needed to execute the 

adaptation of the output layer. The model was trained during 100 epochs, with batch size of 32, using the ADAM 

optimizer with a mean squared error as loss function.  

4.3 Grey-box models. 

The grey-box models were implemented using the DarkGreyBox [9] library for Python, which is specifically 

designed for the creation, training, and validation of grey-box models. It provides a data-driven approach within the 

classic Machine Learning (ML) framework for model performance evaluation. At the same time, it allows to setup 

and select the best performing from a series of competing models based on principles inspired by Genetic 

Algorithms (GA), addressing the main disadvantages of training grey-box models, that require initial condition 

values for the thermal parameters to be pre-calculated [10]. 

The primary challenge was finding a balance between model complexity and optimization efficiency for the 1R1C 

and 2R2C models. While a complex model could accurately describe a building's thermal dynamics, it would also be 

computationally demanding, making it impractical for real-time applications on low-power devices.  

Careful experimentation and iteration led to models that were complex enough to accurately represent building 

dynamics but streamlined enough to allow for efficient optimization. This approach ensured the models were both 

accurate and practical for deployment on low-capacity systems like the Raspberry Pi. 

The successful implementation of these methods implies that accurate heat stress prediction in households is 

achievable on low-cost, low-capacity systems. Each model is finely tuned for specific locations, ensuring precise 

and reliable predictions. These location-specific models are not only economically feasible but also efficient and 

effective in predicting indoor temperature, paving the way for widespread adoption and implementation in various 

households to safeguard residents against the health risks associated with heatwaves. 

5 Results & Discussion 

The proposed models were trained with data from the heatGUIde nodes which were tested and collected data in a 

real house in Offenburg Germany. 

5.1 Black-box Model Analysis 

The first approach encapsulates the training of neural networks utilizing the entire dataset within the Raspberry Pi 

environment. Validation results denote a notable precision in predictions. Graphical depictions demonstrate a robust 
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correlation between the predicted and actual indoor temperatures (refer to Figure 5) showing a prediction accuracy 

of 97% with an RMSE of 0.218. 

 

Figure 5. Test-set validation results for LSTM neural networks, trained with batch data approach. 

Despite the efficacy in predictions, there's a consequential demand on the Raspberry Pi’s computational resources. 

Table 3 describes the CPU utilization and memory allocation statistics during the training phase. These quantitative 

measures underscore the substantial resource and processing power requirements of this approach, posing potential 

feasibility challenges for sustained, real-time applications. 

Table 3. Resource utilization for model training in raspberry Pi. 

Method Clock-Time (s) CPU-Time (s)  Memory (GB) 

Black-box (Full dataset) 169.63 231.91 1.78 

Black-box (Transfer learning) 62.30 62.32 1.74 

Grey-box 335.52 44.44 1.73 

 

5.2 Transfer Learning Approach 

Alternatively, models instantiated through transfer learning exhibited a rapid acclimatization to the unique dataset 

characteristics. Showing a prediction accuracy of 72% with an RMSE of 0.108 (refer to Figure 7). 

This methodology manifested a substantial reduction in the computational resource’s requirements, a pivotal 

consideration for the Raspberry Pi’s limited hardware capabilities. The efficient training process, reduced resource 

requirements, and good results of this approach renders it a viable candidate for real-time predictive modeling in 

constrained environments.  
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Figure 6. Test set validation for black-box model with transfer learning approach. 

5.3 Grey-box Model Analysis (2R2C Model) 

The 2R2C grey-box model's implementation on the Raspberry Pi underwent rigorous validation procedures. The 

resulting data shown in Figure 7, illustrates a coherent and reliable fit of the data within the model. Showing a 

prediction accuracy of 85% with an RMSE of 1.765. Despite the complexity of the 2R2C model, the Raspberry Pi 

proficiently managed its optimization and training phases, with the detailed resource requirements shown in Table 3. 

To accommodate better resources for parallel tasks required by the programs described in Section 2, we limited the 

parallelization to three out of the four available processors, ensuring uninterrupted program execution. This 

successful implementation shows the model’s viability for deployment in environments with restricted 

computational resources. 

 

Figure 7. Test set validation for grey-box 2R2C model with adapted parameters. 

5.4 Discussion  

Black-box models offer an efficient, accurate, and straightforward means to deliver predictions. At the same time, 

they inherently suffer from a lack of interpretative transparency. This characteristic, that can be proven 

advantageous for quick modelling and implementation requiring little building thermal dynamics knowledge, 

hampers the intuitive understanding of their decision-making, complicating potential troubleshooting and 

replicability. Also, in the case of our research, further implementation of control strategies can become complex due 

to the missing binding of physical properties, to the input variables. Although this can be overcome with the use of 

hybrid models, their implementation becomes more complex.  

Conversely, the grey-box approach exemplified by the 2R2C model brings together predictive accuracy with an 

unparalleled transparency, facilitating a more intuitive understanding of the intricate decision-making processes at 

play. This clarity not only streamlines troubleshooting but also simplifies the model's expansion and modification 

endeavors. The ensuing versatility and adaptability, coupled with dependable accuracy, make the grey-box models 

particularly appealing for diverse and dynamic real-world applications such as control related requirements. 

Through comprehensive analysis and validation, our findings demonstrate that the grey-box models can provide a 

confluence of predictive accuracy, model transparency, and computational efficiency. This renders this approach 

particularly well suited for deployment in small computational devices, such as the heatGUIde system, providing in 

this sense pivotal insights for the future developmental trajectory and application spectrum of household AI-driven 

heat warning systems. 

In comparison to prevailing heat warning solutions, our heatGUIde system introduces several distinguishing features 

that substantially elevate its value proposition for end-users seeking efficient household heat reduction solutions 

such as low-cost, and the inclusion of Self-Learning Predictive Models. These models give the system dynamic 
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adaptability by providing personalized predictions of the room conditions, which can aid better heat stress reduction 

measurements. 

The use of the self-learning models is not only to predict the room conditions but can also be used use analyze and 

recommend specific actions users might take to preemptively mitigate heat stress, going beyond simple warning 

systems to act as an advisory companion for users in heat management. 

Future work will focus on improving the learning capabilities of the system, to continually refine and enhance its 

predictive accuracy over time. By learning from new measured data, the system becomes progressively more adept 

at forecasting indoor temperatures and heat stress scenarios, ensuring that its utility improves the longer it is in use. 

Additionally, focus on user experience is previewed to enhance its adoption and foster seamless integration into 

households. Lastly as the system is designed with future integrations in mind. Its architecture and algorithms are 

being designed for compatibility with smart home systems. For instance, it could dynamically adjust smart blinds or 

ventilation systems in anticipation of changing indoor temperatures, providing not just a reactive but a preventative 

solution to indoor heat stress. 

This advanced, yet accessible system thus stands as a significant contribution to the field, with the potential to drive 

further innovations and improvements in the realm of household heat management and control technologies. Our 

research encapsulates the next stride in indoor environmental management, offering a glimpse into the future of 

smart, safe, and comfortable living spaces. 

6  Conclusion 

Through a structured and phased data acquisition strategy, we ensured a systematic approach to understanding and 

analyzing indoor thermal dynamics. The initial phase provided a theoretical and practical understanding, while the 

usage of the data collected from the heatGUIde system, offered real-world, applicable insights, collectively laying a 

solid foundation for our subsequent methodological applications and algorithm developments. This diverse dataset 

was indispensable for the development and fine-tuning of our models, providing a rich and varied source of 

information to train, test, and validate our algorithms effectively and efficiently. 

Considering the escalating global temperatures and the increasing prevalence of heatwaves, the successful 

implementation of these methods implies that accurate heat stress prediction in households is achievable on low-cost 

and low-capacity systems. Each model is finely tuned for specific locations, ensuring precise and reliable 

predictions. These location-specific models are not only economically feasible but also efficient and effective in 

predicting indoor temperature, paving the way for widespread adoption and implementation in various households to 

safeguard residents against the health risks associated with heatwaves. 

Within this research we also introduced and elaborated on the heatGUIde system, a novel, user-centric solution 

designed meticulously for effective and efficient indoor heat stress mitigation in households. The system 

distinguishes itself by melding affordability, intuitive design, proactive advisory features, and the integration of self-

learning algorithms. Each attribute is not standalone but intricately interwoven to construct a holistic solution that 

actively navigates and manages indoor environments to safeguard occupants during heatwaves. 
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Abstract. Deep learning for Time Series Classification (TSC) has become one
relevant subject in the literature for this task. It is used for wide applications in
multiple domains ranging from medical data, action recognition and robotics. In
the last decade, Convolutional Neural Networks (CNNs) have shown to be the
best base architecture to use when dealing with deep learning for TSC ever since
the release of the UCR archive, the largest repository for TSC datasets. The UCR
archive includes a variety of 128 datasets of univariate time series data, where
the task is to correctly classify the samples to their corresponding annotation.
Deep learning models face two main challenges. The first one is represented by
overfitting and the consequent incapacity of generalizing to new unseen samples.
With CNN based architectures, this is commonly due to the fact that the learned
filters tend to detect specific patterns in the training set instead of generic ones.
The second challenge is complexity wise, which limits its usability in real world
scenarios such as embedded systems. In this work, we propose to address these
two challenges with one solution: hand-crafting some generic non-learned convo-
lutional filters to detect generic patterns. These hand-crafted filters can replace
the usability of the first layer in the CNN model, resulting in a significant reduc-
tion in the number of parameters. The proposed architecture is evaluated on 128
datasets of the UCR archive and the results reveal a significant improvement in
performance compared to other approaches as well as the reduction in terms of
complexity.

Keywords: Time Series Classification, Deep Learning, Time Series, Hand-Crafted
Filters

1 Introduction

Time Series is a type of sequential data that is almost in every domain these days. Many
tasks can be applied over this kind of data, including averaging [1], data augmentation [2],
clustering [3], regression [4], classification [5, 6]. Time Series Classification (TSC) is exten-
sively investigated in the literature such as the task of surface recognition by robots [7].
For instance, TSC can be used for evaluating surgical performance, [8] human motion
action recognition, [9, 10] surface type detection from robots movements [7] etc. The
availability of the UCR archive [11] made it possible to test multiple machine learning
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tools to be benchmarked over the 128 datasets available. Ismail Fawaz et al. [12] presented
a comprehensive review with exhaustive experiments to compare deep learning models
for the task of TSC. This review concluded that Convolutional Neural Networks (CNNs)
based architectures are more suitable for the task of TSC on the UCR archive. One of the
winning CNN based architecture is the Fully Convolutional Network (FCN) [13], made
of three convolutional layers in cascade followed by Batch Normalization and ReLU ac-
tivation function. Moreover, the authors in [14] proposed InceptionTime, adapted from
Inception-v3 for image classification. InceptionTime is currently the state-of-the-art for
the task of TSC on the UCR archive. Some other work addressed deep learning for TSC
using self-supervised approach [15] and knowledge distillation [16]. Even though deep
learners present a success for the task of TSC, nevertheless, they do suffer from two main
problems. First, deep learners tend to overfit on the training examples, which leads, in
the case of CNNs, to learning filters to detect specific unique patterns in the training
examples. Second, deep learners have large complexity, this limits their deployment into
real world machines such as embedded systems.

In this work, we address these two problems and propose new hand-crafted convolu-
tion filters for time series data. We define three different hand-crafted filters to detect
generic patterns that are independent from the data: increasing trend, decreasing trend
and peaks. These filters, given that they are generic and non-learned, can help overcome
the overfitting problem when replacing the first convolutional layer in the network. By
combining the proposed hand-crafted convolution filters with the FCN [13] architecture,
we proposed the Custom Only FCN (CO-FCN), which replaces the first learned layer in
FCN by the hand-crafted filters.

We show that the CO-FCN reduces the number of parameters of FCN by almost 47%.
Evaluation on the 128 datasets of the UCR archive show that CO-FCN can outperform
FCN with a statistical significance in difference of performance. This is the higlight of
our contributions in this work:

– Proposing new hand-crafted convolution filters;
– Adapting an existing CNN network for Time Series Classification to use the hand-

crafted filters to reduce its number of parameters and increase its performance;
– Extensive experiments on 128 datasets of the UCR archive to evaluate the perfor-

mance of the hand-crafted filters and the proposed architecture.

2 Proposed Method

2.1 Definitions

First, we list some definitions to facilitate the understanding of the rest of this work:

Univariate Time Series: Let x be a univariate time series of length L, a sequence of data
points equally separated in time.

Univariate Time Series Dataset: A dataset D = {(x0, y0), ..., (xN , yN )} is a set of N
pairs of univariate time series of length L and a label y associated to it.

One Dimensional Convolution: An operation using a filter w of length k on a time series
x to obtain s = x ∗w as follows:

∀t ∈ [0;L− 1] s[t] =

k−1∑

i=0

x[t+ i].w[i] (1)

A detailed version of convolution on time series can be seen in Figure 1.
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Activation of a Filter: When the convolution operation results in a positive response,
the filter is considered as activated.

Increasing Trend: A sub-sequence of a time series x, where the values are strictly in-
creasing in time.

Decreasing Trend: A sub-sequence of a time series x, where the values are strictly de-
creasing in time.

Stationary Trend: A sub-sequence of a time series x, where the values vary of a small
difference ϵ.

Peak: A sub-sequence of a time series x, where the values changed with a large variation
increasingly and then decreasingly.

In what follows, we detail the hand-crafted convolution filters.

Time Stamp 10 Time Stamp 12

Time Series

Filter

Convolution Output

Multiplication

Addition

Time

V
a
lu

e

Fig. 1: One dimensional convolution filter being convolved with a one dimensional time
series.

2.2 Hand-Crafted Convolutional Filters

A summary of the three hand-crafted filters proposed in this work is given in Figure 2. The
information gathered from the gradient of the time series can give rise to the increasing
and decreasing trends. For this reason, both increasing and decreasing trends detection
filters are simply an oscillation between −1 and 1. Motivated by the Sobel filters proposed
on image contour detection [17], we adapt to a one-dimensional case the detection of peaks
by mimicking the inverse of the second order derivative of the Gaussian.

2.3 FCN Adaptation: Custom Only FCN (CO-FCN)

By replacing the first convolutional layer in the original FCN architecture and replacing
it by the hand-crafted filters, we obtain the Custom Only FCN (CO-FCN) presented in
Figure 3. The FCN model presents 264, 704 trainable parameters, where as CO-FCN has
only 122, 496 parameters to train.
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Fig. 2: The three hand-crafted convolutional filters applied on the Meat dataset of the
UCR archive.
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Fig. 3: The Custom Only FCN (CO-FCN) architecture. The hand-crafted filters are used
in the first layer (in green) followed by a ReLU activation (in magenta). The second and
third layers are made of convolution blocks (in orange: (n filters, kernel size)) followed
by batch normalization (in oily) and ReLU activation. The last layers are composed of a
1D global average pooling (in black) and a linear classification layer (in red).

3 Results and Discussion

3.1 Experimental Setup

To have a fair comparison between FCN and CO-FCN, we used the same number of
epochs, the same optimizer and its initial parameters and the same batch size. We also
used a learning rate decay that monitors the training loss function. Five different ini-
tialization are done and the performance presented in this work is the average over all
of them. The best model on the training loss during training is saved and used for the
evaluation phase.

We use the set of 128 datasets of the UCR archive [11], where each dataset is split
into train and test sets. The evaluation is done over the test set using the classification
accuracy. All of the datasets are z-normalized before training in order to have a zero
mean and unit variance.
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Fig. 4: One-vs-One scatter plot between FCN and CO-FCN. Each point represents one
dataset, on the x-axis the accuracy of the FCN is presented and the one of CO-FCN on
the y-axis.

3.2 CO-FCN vs FCN

To compare the performance of those two models, we evaluated their performance using
the accuracy metric on the test set of all the datasets of the UCR archive. In Figure 4,
the One-vs-One scatter plot between FCN and CO-FCN is presented. We counted the
number of times each model wins and the number of ties, the difference in performance
helps to produce the p-value (see legend in Figure 4) produced by the Wilcoxon Signed
Rank test [18]. This p-value represents a % of statistical significance for the difference in
performance between two comparates. This %, the p-value, if less than a given threshold
(usually set to 5%) means that the difference in performance is statistically significant.
If that last condition is not true then no conclusion can be made on the significance of
difference in performance. This comparison concludes that CO-FCN outperforms FCN
with a difference in performance that is statistical significant.

3.3 Comparing with State-of-the-Art

To compare the performance of CO-FCN to other deep learning approaches, we present
the Multi Comparison Matrix (MCM) [19] in Figure 5. The MCM presents a pairwise
comparison and a multi-classifier comparison at the same time. Each cell presents the
Win/Tie/Loss count between two classifiers and the difference in average accuracy and
the p-value using the Wilcoxon test. The MCM in Figure 5 also orders the competitors
following their average performance on the accuracy metric over all datasets used. CO-
FCN, even though coming third on the average performance, it can be seen that it beats
significantly FCN and is not statistically significant than ResNet, which is 4.1 larger than
CO-FCN in terms of number of parameters.
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Fig. 5: A Multi Comparison Matrix (MCM) benchmarking the state of the art models
including the proposed CO-FCN architecture.

4 Conclusions

We presented in this work new hand-crafted convolution filters that are non-learned and
generic to any time series data. These filters are able to replace the first convolutional
layer of the Fully Convolutional Network proposed for TSC. This replacement constructs
the CO-FCN with almost half the number of parameters of FCN. The proposed model is
not only less complex than the FCN but also outperforms it on the majority of the UCR
archive datasets. This new approach would help embed deep learners for TSC tasks into
small embedded systems such as robotics systems.
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Keynote 2 : AI in the Contemporary and Future
Battlefield: Revolutionizing Defense

Richard ARNING

Head of Department
Deutsch-Französisches Forschungsinstitut Saint-Louis (ISL)

Fig. 1. Dr Richard ARNING (ISL)

As the landscape of warfare rapidly evolves in the digital age, artificial intelligence
(AI) stands at the forefront of transformation. In this keynote address at the AI Confer-
ence hosted by TrirhenaTech, we delve into the critical topic of “AI in the Contemporary
and Future Battlefield.” This discussion will illuminate the pivotal role of AI in defense
applications and explore cutting-edge research activities in the field, with a special focus
on the contributions of the Franco-German Defence Research Institute Saint-Louis (ISL).

With the convergence of AI and defense, we will navigate the profound impact of AI
technologies in enhancing military capabilities, decision-making processes, and strategic
operations. By examining real-world examples and future projections, we will unveil how
AI is shaping the contemporary battlefield and what it means for the defense landscape
of tomorrow.

Join us for an insightful exploration of AI’s influence on defense, with a particular
emphasis on the collaborative efforts of ISL in pushing the boundaries of technological
innovation to ensure the safety and security of our nations. This keynote promises to
provide a comprehensive overview of AI’s pivotal role in defense and a glimpse into the
future of military strategies, intelligence, and security.

Disclaimer: The above abstract was entirely composed by Chat GPT.
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Abstract. Autonomous cars encounter momentous challenges in the perception
tasks. The driving surrounding areas are more and more congested and the weather
conditions differ significantly. Sensors-wise the capacities have increased, leading
to an increasing interest in big data management such as artificial intelligence.
Currently, neural networks have proved their efficiency, but restraints in complex
situations are still present. In this work, a cross-fusion technique that combines
lidar and camera data using an encoder-decoder-based model is proposed. The
multi-modal architecture fuses different sources of information to circumvent en-
countered limitations. The considered perception task is semantic segmentation of
the different obstacles that may be encountered. The decision-making part of the
architecture is extended with the evidence theory, introducing belief functions that
contribute in handling uncertainties. Thus, the evidential formulation is versatile
and yields more precise predictions and a better understanding of the vacuous
data. The dataset used in this work employs the KITTI dataset for semantic
segmentation. The results show the interest of integrating evidential theory into
neural networks fusing information from two heterogeneous sensors.

Keywords: cross-fusion, evidential deep-learning, perception, uncertainty.

1 Introduction

One important task in autonomous driving is to perceive the environment to achieve
semantic analysis. This allows sending accurate information for the path planning and
the control part to be applied. For the vision of the car, perception adopts substantially
the deep learning-based approaches and the multi-sensor information to achieve strong
capabilities. A big part of the actual self-driving car features rely on neural networks,
especially deep learning, as their standard approach for perception tasks.

The popularity of this field soared when a deep convolutional neural network architec-
ture named AlexNet outperformed other methods in a visual recognition challenge called
ImageNet [1]. As a result, deep learning is now widely applied to various perception tasks
in self-driving cars, including classification, object detection, semantic segmentation, and
more [2, 3].

In this algorithm, the output of the prediction frequently depends on the sigmoid func-
tion for binary predictions and the softmax function for multi-class predictions. These
outputs represent probabilities assigned to a group of exclusive prediction categories.
Nonetheless, probabilities do not always consistently manage uncertainty effectively, as
they can struggle to distinguish between the absence of information and conflicting infor-
mation. Withal, performances are often affected, and probabilistic models can struggle
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to predict uncertainties and conflicting information. Hence for uncertainties, missing in-
formation, and imprecision, there are other effective techniques that exist such as the
theory of evidence [4].

This theory, known as the Belief Functions (BF) theory or Dempster-Shafer theory
(DS/DST), was initially proposed by Dempster and Shafer [4]. DS theory serves to rep-
resent belief elements for uncertain models and emphasizes several key features such as
generality, operationality, or scalability [5]. In autonomous driving tasks, such as obstacle
avoidance, belief functions have demonstrated their ability to provide accurate results.
For instance, they improve the performance of LiDAR sensor occupancy grid maps by
representing conflicts in a more meaningful manner [6].

In detecting pedestrians applications, evidential combination rules have consistently
outperformed some Bayesian approaches [7]. Moreover, in multi-modal perception, evi-
dential theory sets itself through the handling of missing information, imprecision, and
ignorance.

In a multimodal approach, Xu et al. [8] integrated KITTI semantic segmentation im-
ages from various sensors, including cameras and different LiDAR layers. Their approach
enables the expansion of object classes or the integration of additional sensors, resulting
in improved performance and a better understanding of the drivable area.

In the context of self-navigation tasks relying on neural networks, as demonstrated
in [9], a deep learning architecture based on Multi-Layer Perceptron (MLP) has been
devised for the categorization of arbitrary LiDAR entities to enhance perception. This
architecture departs from the probabilistic approach and adopts an evidential inference
method, drawing inspiration from Denœux’s generalized logistic classifier [10].

The application of evidence theory is employed to represent elements of evidence
(beliefs) in the context of uncertain predictions by models. Consequently, the adoption
of an evidential formulation shows promising outcomes (road segmentation and multi-
object detection) in the realm of self-navigation embedded systems, which are the primary
focus of this work.

The objective of this work is to develop an evidential deep learning model that inte-
grates information from various sensors (camera and lidar) to enable autonomous driving
capabilities. The work aims to offer decision-making rules that can explicitly produce
cautious judgments to handle conflicts, whether originating from a single source of infor-
mation or multiple sources (data fusion).

A cross-fusion model is augmented with evidence theory to achieve semantic seg-
mentation performances within the KITTI dataset[11]. Thus, the workflow starts with
a probabilistic approach, where the predictions are road, vehicles, and background and
it is thereafter extended to an evidential formulation where the predictions are enlarged
with a new class named ignorance (introduced by the the evidence theory), despite being
trained on the road, vehicle, and background labels.

Through the leverage of theory-based belief functions, the model improves the decision-
making part and allows representing uncertain prediction, which constitutes the primary
contribution of this work.

The paper’s organization continues through the subsequent sections: Background
(covering the belief functions theory basics) Proposed method (illustrating some im-
plementation details about the evidential formulation), Semantic segmentation results
(encompassing data pre-processing and presenting results), and Conclusion.
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2 Background

Evidence theory is a formal framework for making decisions in the presence of uncertainty.
One method of applying evidence theory is through the utilization of the Dempster-Shafer
rules. For a more comprehensive discussion, please refer to the following source: [12, 13].

Consider a finite set comprising elements denoted as:

Ω = {ω1, ω2, ω3, ..., ωn} (1)

called the frame of discernment (FoD). This collection represents mutually exclusive
elements of a single cardinality, called singletons.

A basic belief assignment (BBA) or a piece of evidence is characterized by a function
(mass functions) m : 2Ω → [0, 1] such that:

m(∅) = 0 (2)
∑

A⊆Ω

m(A) = 1 (3)

The quantity m(A), known as the mass function, measures the credibility that one ad-
heres exactly to hypothesis A; and (2) serving as an indicator of the closed world as-
sumption [14]. If m(A) > 0, A represents a focal element of m.

Considering a basic belief assignment m, two notions can be disclosed, a credibility or
a belief function (Bel) and a plausibility function (Pl) using the following expressions:

Bel(A) =
∑

B⊆A

m(B) (4)

Pl(A) =
∑

B∩A ̸=∅
m(B) = 1−Bel(Ā) (5)

Bel(A) can be understood as the degree of total support to A, whereas Pl(A) represents
the extent to which doubt is absent. A.

If the frame of discernment is represented by a single focal element that is Ω, then
the BBA m is considered vacuous and characterizes total ignorance.

Two mass functions m1 and m2 representing independent pieces of evidence can be
merged by Dempster’s rule which is defined as follows:

(m1 ⊕m2)(A) =
1

1− k

∑

B∩C=A

m1(B)m2(C) (6)

For all A ⊆ Ω, A ̸= ∅, and (m1 ⊕m2)(∅) = 0. The constant k represents the degree of
conflict of the two BBAs and is expressed as:

k =
∑

B∩C=∅
m1(B)m2(C) (7)

In this work, the previously established concepts from evidence theory are integrated
into an evidential framework that is plugged into a deep learning lidar-camera cross-fusion
architecture. The primary objective is to leverage the respective advantages of these two
frameworks to realize scene segmentation. The evidence theory is thus combined with the
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streamlined neural network referred to as Lite-CF, described in the next section. Origi-
nally designed as a probabilistic model for road detection, Lite-CF generates probability
distributions from logits through a softmax layer [15]. To improve the handling of pre-
diction uncertainty, an evidential approach recreates the last part of the architecture by
replacing the softmax layer and the associated logits with a belief theory-based approach.

3 Proposed method

To handle data from various sensors effectively, architectures have been devised, which
integrate multiple fusion methods such as late fusion, deep fusion, early fusion, and
others. In a prior study [15], a lidar-camera fusion approach named lite cross-fusion
was introduced, employing a fully convolutional neural network for road detection [16].
This deep fusion network demonstrated superior performance compared to early or late
fusion methods. Consequently, it was integrated into another work [15], resulting in a
reduction of computation complexity by over 15%. The model is built upon an encoder-
decoder architecture that employs dilated convolution to consolidate contextual details
while preserving resolution. This road detection fusion network serves as the foundation
for the research presented in this paper. On another hand, considering the combination
between evidence theory and neural network, [17] proposes an evidential classifier with
a distance to prototypes approach that replaces the softmax decision layer.

Considering the two previous methods, namely the aforementioned reduced cross-
fusion road detection (Lite-CF), and the evidential classifiers, this paper introduces a
fusion of these two approaches. The combined architecture, Lite CF-Evi is a combination
designed for semantic segmentation tasks. The overall architecture of the evidential Lite-
CF is given in Fig. 1: The system comprises an encoder-decoder network, an evidential
formulation layer, and a decision-making unit. In the encoding segment, there exist two
processing pipelines, each consisting of 13 layers: one for feeding the LiDAR input and
the other for camera frames. At each layer, information from one modality is combined
with the corresponding layer from the other modality through a trainable weighted sum
operation (∗bi and ∗ai respectively, where i is the layer number). These fusion weights
are adaptable, allowing the fusion’s position and its extent to be fixed by the data.

After the LiDAR and camera inputs are transformed into Basic Belief Assignments
(BBAs) within the evidential formulation layer, decisions can be rendered concerning
specific elements within the power set 2Ω . In the context of semantic segmentation, this
power set encompasses elements such as “road”, “vehicle ”, and “background” elements
in the probabilistic version, and additionally “ignorance” in the evidential formulation.
Consequently, the evidential approach enables having an imprecise class prediction.

3.1 Evidential Inference

The evidential formulation layer takes as its input, the feature maps generated by the
decoding section. When the decoder reaches its maximum resolution, Basic Belief As-
signments (BBAs) are generated by assessing the distances between the corresponding
feature maps (i.e., L18 in Fig. 1) and prototypes. In this way, the prototypes are learnt
naturally, in an automatic manner. The technique is called distance to prototypes and it
can be described in three steps [18] as follows:

Step 1: Calculate the distance to prototype: Consider x to be a feature vector sym-
bolizing features of a pixel to be labeled possibly as road ω1, vehicle ω2 or
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Fig. 1: Architecture Evidential Lite-CF (Lite CF-Evi)

background ω3 (i.e., the FoD Ω = {ω1, ω2, ω3}). The Euclidean distance di is
realized between x and each prototype pi:

di = ∥x− pi∥ i = 1, · · · , n. (8)

Step 2: Establish the correspondence of mass functions to prototypes and their inter-
ference: Each prototype pi has a degree of membership ui

j to each class ωj ,

with a constraint ui
1 + ui

2 + ui
3 = 1. Using the class membership ui

j and the

distance di, a BBA mi is constructed as:

mi({ωj}) = αiui
jϕ

i(di), j = 1, 2, 3

mi(Ω) = 1− αiϕi(di),
(9)

where 0 < αi < 1 and the function ϕi is defined as:

ϕi(di) = exp
(
−γi(di)2

)
, γi > 0 (10)

Step 3: DS combination rule: The mass functions from step 2 are merged using Demp-
ster’s rule (see (6)). The outcome combined with BBAs serves as the evidence
for determining the pixel class.
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The parameters linked to the prototype pi (i.e., αi, ui
j , and γi), are intended to be

incorporated into the evidential deep learning-based architectures as weighting factors.
However, the learnable weights are not inherently restricted. Consequently, they are
redefined and expressed in terms of certain real-numbered variables ηi, ξi, and βi

j :

γi = (ηi)2 (11)

αi =
1

1 + exp{−ξi} (12)

ui
j =

(βi
j)

2 + ϵ
2∑

k=1

((βi
k)

2 + ϵ)

(13)

Equation (13) is slightly adjusted from the expression given in [18]. To prevent the mem-
bership values ui

j from becoming zero, a small positive value denoted as ϵ is introduced.
This precautionary measure is taken to limit the conflicts that could lead to Dempster’s
total conflict.

3.2 Decision making

After assessing the BBAs representing the evidence for each pixel, the ultimate objective
is to decide the pixel classes. Initially, a decision based on interval distance is considered,
as outlined in [19]. Here’s an example with only 3 classes (in a semantic segmentation
task: road, vehicle, and background):

Case i) The decision is constrained to singletons: The possible judgment elements are
ω1 (road), ω2 (vehicle) and ω3 (background). In this situation, the expression
from [19] becomes:

X̂ = arg min
X∈{ω1,ω2,ω3}

dBI(m,mX) (14)

Case ii) The decision is not restricted: It could be interesting to consider assigning
ambiguous pixels to less precise classes within Ω. The method can minimize
classification errors by circumventing decisions that have more of an arbitrary
nature.

4 Semantic segmentation results

4.1 Dataset

The aforementioned evidential cross-fusion model Lite-CF-Evi architecture is evaluated in
the context of segmentation tasks against the KITTI semantic segmentation dataset. This
dataset provides only 200 camera images similar to Stereo and Flow 2012/2015 datasets.
Unfortunately, the dataset has no LiDAR frames. Consequently, the corresponding 3D
point-cloud data for the camera images needs to be extracted from the big original raw
dataset, as outlined in [20] with all the images from the KITTI dataset for all the tasks.
Hence, 127 out of the 200 camera images have been successfully identified, along with
their respective LiDAR frames. These LiDAR frames are subsequently projected and up-
sampled to create dense depth images. A 3D LiDAR point x is mapped into a point y in
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the camera plane according to the KITTI projection P , rectification R and translation
T matrices:

y = P R T x (15)

As the projected LiDAR scan is sparse, up-sampling is employed to generate a dense
depth map, as depicted in Fig. 2. The up-sampling process is implemented following the
method outlined in [15] and [21].

(a) Camera image (b) Projected and up-sampled LiDAR
points into the camera frame

Fig. 2: LiDAR pre-processing method

After the up-sampling process, the newly constructed dense depth images from LiDAR
are integrated into the Lite-CF-Evi model in parallel with the camera images to feed the
two pipeline inputs of the architecture.

Concerning the ground truth, the masks are simplified to 3 classes: road (magenta),
vehicle (dark blue), and background (blue), according to the original annotation. The
road class is preserved, however, the vehicle class incorporates car, truck, and bus anno-
tations of the original ground truth. In turn, the background class encapsulates all the
other classes, except for the above-mentioned ones. Figure 3a shows an illustration with
an example of the original ground truth, while Figure 3b describes the simplified ground
truth. The dataset consisted of 127 images: 114 for training and 13 for validation. This
method has been exclusively assessed using the specially reconstructed KITTI semantic
dataset, which includes the added LiDAR frames for the evidential cross-fusion architec-
ture. To the best of the author’s knowledge, this dataset has not yet been examined by
any other methods, since LiDAR point clouds were included. The ground-truth masks
are one-hot encoded and class weight is applied to address the unbalanced data. Con-
secutively, the model is trained for 500 epochs using mean squared error loss and Adam
optimizer.

To measure the performances, the model is evaluated using the intersection-over-union
metric, denoted as IoU, in accordance with the PASCAL VOC benchmark [22]:

IoU =
TP

TP + FP + FN
(16)

with TP, FP, and FN, respectively, true positive, false positive, and false negative.
The Lite-CF-Evi is evaluated for 3 classes in a probabilistic manner. It can be observed
that the global mean IoU , 0.92707, in the evidential architecture is higher than 0.92384
for the probabilistic model. Individually over each class, the evidential model outperforms
the probabilistic one (Table 4.1), and visually the results are better for the Lite-Cf Evi.
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Table 4.1: Model performance comparison

Model arch. mean IoU mean IoUroad mean IoUvehicle mean IoUbackground

Probab. Lite-CF 0.92384 0.92713 0.87118 0.97322
Lite-Cf Evi 0.92707 0.93163 0.87446 0.97513

(a) Original ground truth: semantic (b) Simplified ground truth, 3 classes:
road, vehicle, background

(c) Probabilistic Prediction Lite-CF:
road, vehicle, background

(d) Evidential Prediction with
Lite-CF-Evi: road, vehicle, background,

ignorance (white)

Fig. 3: Semantic segmentation results

One interesting part of the evidential formulation is that the decision-making can be
adapted to derive from a fixed number of classes (equal to the number of singletons)
to the maximum number of acts, |2Ω | − 1. However, often the desired decision elements
are considered just the singletons, which are the main classes and the uncertainties. The
third image below (Fig. 3c), on the left side represents the predicted image with the
probabilistic model.

Finally, the second image from the right bottom part, Fig. 3d represents the predicted
image with the evidential model (Lite-CF-Evi). It can be observed that classes road,
vehicle, and background exhibit slightly higher accuracy in their predictions, with road
class being notably precise. Furthermore, an additional class, denoted as “ignorance”
(depicted in white), effectively captures pixels associated with uncertain predictions. This
approach prevents the mis-classification of uncertain pixels into incorrect categories, a
scenario that may arise when utilizing a probabilistic approach.

“Ignorance” primarily manifests itself at the class boundaries, where the model fre-
quently provides errors in its predictions. Likewise, pixels from distant objects often lack
sufficient information, suggesting that the model encounters challenges in classifying them
due to data uncertainty. Consequently, these pixels are classified as “ignorance,” offering
improved comprehension and demonstrating the effectiveness of evidential reasoning in
managing uncertainties.
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5 Conclusion

In this paper, a camera-lidar fusion is proposed by using a deep learning architecture
combined with evidence theory for intelligent vehicles perception. The combination is
realized at the very last level, replacing the softmax decision with a decision based on
distance to prototypes. The introduction of ignorance as a decision element further im-
proves efficiency. Hence, distant points and ambiguous features can be categorized as
“ignorance” rather than being erroneously assigned to specific predictions. Future di-
rections involve enhancing the Lite CF-Evi model for various class configurations and
more intricate tasks while maintaining the computational efficiency needed for real-time
applications. Additionally, a more in-depth examination of the distribution and impact
of “ignorance” is intended to be explored.
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Abstract. Applying methods in artificial intelligence to the field of assistive robotics has 

the potential to increase the independence of people with disabilities. The usage of AI to 

realize a shared control in this context is controversial, due to the high complexity of 

everyday tasks and the needed safety requirements. This paper presents the development 

of a user interface for AI-driven assistive robotic arms (ARA) that aims to assist people 

with physical disabilities in performing daily activities. This interface allows the user to 

select object manipulation tasks based on the objects recognized in a live video stream. 

Further, we compare several state-of-the-art, real-time object detection models to facilitate 

automatic robotic control. The results demonstrate the feasibility of the model and its 

potential integration into the overall robotic system. 

Keywords: Assistive Robotics; Real-Time Object Detection; Human-Robot Interaction. 

1 Introduction 

The growing need for technological assistance in caretaking leads to increased developments in 

the field of assistive robotics. Currently, assistive robotic systems offer the user the possibility 

to directly control an ARA through various control inputs, such as eye tracking [1]. Physically 

impaired people with paraplegia or tetraplegia can be assisted with assistive robotic arms 

(ARA). Few models are available on the market, such as JACO, MICO (Kinova) or the iARM 

(Assistive Innovations bv). These ARA can be mounted on an electric wheelchair or on the 

side of the bed for bed bound patients. Reasons for such paralysis can be spinal injuries, stroke 

and various diseases such as cerebral palsy, amyotrophic lateral sclerosis and multiple 

sclerosis. According to recent statistics published by the German Federal Statistical Office, 7,8 

million people in Germany have a severe disability of which approximately 1,6 million have a 

spinal or limb disability [2]. 

 The design of interfaces to support these people is a crucial part of making a system usable 

and accessible, and presents a variety of challenges. Combining an ARA with other 

technologies, such as smart home appliances, lead to new opportunities. For example, the work 

of Brunete et al. shows that the user could interact over a tablet with individual input interfaces 

to control a mobile platform, a robotic arm, as well as IoT devices such as the heating, lighting, 

and shutters [3]. Furthermore, ARA can be controlled by  joysticks, speech recognition, head 

or eye tracking, or even Brain Computer Interfaces (BCI). With the exception of joystick and 

voice control, most of these solutions are controlled via a display or tablet that provides the 

directional control of the robotic arm or selection of individual tasks the robot is capable of 

performing [4]. 
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 In this context the question arises as to whether usability, measured e.g. by ease of use [5], 

can be facilitated through the use of AI by displaying selectable items for interaction on these 

displays. Available state-of-the-art computer vision models enable us to detect objects in real 

time. In addition, advances in robot automation allow robots to generalize control tasks such as 

object manipulation to novel objects and environments. 

In addition, a compromise must be found between the autonomy of the robot control and the 

controllability and interpretability by the user. Current work in AI and robotics shows 

promising results for the use of multimodal large language models (LLMs) to control robot 

agents [6, 7,8]. Here, tasks are given in natural language and the robot navigates and executes 

the given tasks based on the visual input. While this approach is promising for a variety of 

different use cases, most of the identified systems do not provide any visual feedback on which 

task or target objects have been identified or will be interacted with. In the context of assistive 

robotics, this can lead to a feeling of being at the mercy of a “black box” model. 

 In this work, we aim to develop a system that focuses on usability and accessibility by 

hiding the underlying complexity of robot control. This can be achieved through the use of an 

object detection model which simplifies the control and allows the user to accomplish complex 

tasks of everyday life. 

2 Methods 

2.1 System overview 

To meet the needs of paraplegic people, the HIRAC (Hardware Independent Robotic 

Assistance Controller) project is developing a robotic system that enables people to perform 

activities of daily living. 

 The system consists of an ARA that can be mounted on an electric wheelchair or at the 

bedside. The different components communicate via the Robot Operating System 2 (ROS2 

Humble Hawksbill). A camera is mounted on the robotic arm, allowing the user to move the 

field of view, which is necessary for bed-bound users. The touch display is mounted in the 

user’s line of sight and displays a live video stream for ease of use. 

2.2 Design of the User Interface (UI) 

The four principles of accessibility outlined in the Web Content Accessibility Guidelines can 

be applied to the user interface presented in this work. They include perceptibility, usability, 

understandability, and robustness [9]. They resemble the seven principles of universal design 

presented by Story, which were developed as a benchmark for product design so that “people 

of all ages and abilities” can use them without the need of adaptation [5]. They consist of 

Equitable Use, Flexibility in Use, Simple and Intuitive Use, Perceptible Information, Tolerance 

for Error, Low Physical Effort, and Size and Space for Approach and Use [5]. Based on these 

principles, a requirements analysis was conducted to determine the critical design elements for 

a UI with high usability satisfaction. Existing solutions for this use case were identified and 

compared to this system. For the target group of paraplegic and tetraplegic persons, 

refinements in the accessibility were made. Regarding these insights, a mockup of the user 

interface and the user flow are presented in the following. 

2.3 Evaluation methodology of the object detection network 

The YOLO algorithm has become widely adopted in a variety of applications where real-time 

inference is required. It performs exceptionally well in terms of inference speed and detection 
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accuracy when compared to other real-time object detection algorithms such as Faster R-CNN 

(Faster Region based Convolutional Neural Networks) and SSD (Single Shot Detection) [10]. 

In addition, previous versions of YOLO have been successfully integrated with ROS2 [11], 

which is an essential part of the system. For these reasons, we decided to focus our attention on 

it. 

 

Proposed method 

Projects requiring real-time detection must consider the trade-off between accuracy and speed. 

Larger models tend to be slower in terms of FPS [12], but generally show better performance 

in terms of mAP (Mean Average Precision).  

 Therefore, we compare two different model sizes, nano (“n”) and small (“s”), from 

YOLOv5 [13] and YOLOv8 [14] (both pre-trained on the MS COCO dataset), trained with and 

without data augmentation. A Nvidia RTX A2000 Laptop GPU (4096MiB) is used for training 

and evaluation. 

 As for the evaluation metrics used in this comparison, the mAP50-95 allows us to assess 

the precision of the detections, while the FPS will allow us to measure the real-time processing 

speed of the model. The FPS in this paper is calculated on the basis of average speed of the 

detection in milliseconds when processing the validation set, as shown in Equation (1). These 

metrics, as well as the Average Precision and Recall, can be found in Tab. 2.            

 

     
    

                                      
  (1) 

 

Dataset preparation 

We create a dataset of images and annotations of keys, pens, cups and glasses by merging three 

datasets [15, 16, 17]. Initial poor performance in the “pen” class due to class imbalance was 

addressed by increasing the number of examples in this class from three additional datasets 

[18, 19, 20]. The final dataset used for training can be found on Github [21]. 

 A data augmentation strategy is then implemented consisting of the modifications that 

showed the highest performance improvement: crops of up to 50% and Gaussian blur of up to 

2px. This allowed us to generate 4198 additional images in the training set (Tab. 1).  

As the objects to be detected are close and large, it is possible to train on smaller image sizes to 

decrease the training time. The images are trained over 10 epochs to see initial results. The 

image size used to train these networks is 320x320, then increased to 640x640 for the best 

performing networks trained over 40 epochs.  

 
Table 1. Distribution of the dataset into training, validation and test sets 

 Original Data aug. 

Class Train (70%) Valid (20%) Test (10%) Train (70%) 

Keys 603 193 86 1809 

Cup/Glass 1062 268 138 3186 

Pen 434 139 75 1302 

Total 2099 600 299 6297 
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3 Results 

3.1 Design of a user interface for Assistive Robotics 

After identifying the target group, a requirements analysis was carried out. Regarding the 

outcomes of Story [5], it is theorized that the user’s cognitive workload can be reduced by 

automating the grasping process and task completion. With regard to the other benchmarks 

mentioned above, we focused on the usability and accessibility of the system. Several 

challenges were identified during the design process: 

 How to present the available tasks to the user? 

 How to ensure that the object detection model is able to identify the object and enable 

the task execution? 

 What safety measures are necessary to ensure the safety of the user? 

 What measures need to be taken to ensure usability and accessibility? 

 Safety regulations were not tested on the design, due to its early state. Controlling a robot at 

such a short distance to the user by AI raises new challenges and questions. Regulations of AI 

application are currently debated by the European Commission [22]. 

 First, the tasks were determined. Activities of Daily Living (ADL) are describing a set of 

everyday tasks for self-maintaining. They are listed by the International Classification of 

Functioning, Disability and Health (ICF) [23]. Severe physically disabled people mostly need 

assistance from another person for these tasks, as robots are not able to help in some ADL such 

as bathing. We narrowed down the range of tasks which are feasible for the robot such as 

picking and placing objects, pouring a drink and handing it to the user, as well as handing food 

to the user. With these tasks, basic independence can be regained. 

 Secondly, the object detection model which will be presented in the next section is able to 

handle a moving workspace, considering that the ARA will be mounted on an electric 

wheelchair. The position of the robot has to be adapted to present the desired object. This leads 

to the importance of directional control and a fixed robot observation orientation. This was 

achieved by arrows on the sides, top and bottom of the touch screen visible in Fig. 1 which 

move the robot in the x- and y-planes. The robot’s end effector is tilted around the y-axis at an 

angle of 35° to provide a bird’s eye view of the scene. When the required object is detected in 

the scene, the system displays the bounding box around the object.  

 The bounding boxes are clickable. Once one is selected, the available tasks are presented to 

the user. When a task is selected, a progress bar is displayed representing the time the robot 

needs to complete the task. 

 Thirdly, rudimental safety features must be considered, such as a stop button that interrupts 

the task itself. Furthermore, measures such as a reset button to bring the robot back into 

position are needed to free the arm for movement or to resolve inadequate robot positions. 

 Lastly, the usability and accessibility of the system was examined. The need to eliminate 

seizure triggers was identified and implemented. Basic settings such as adapting the font size, 

adding pictograms to the texts, simple language and the possibility of feedback were included. 

Specific settings for the robot include the ability to adjust the speed, which was mentioned by 

participants in a previous study. It was considered important to design the UI in such a way 

that other input modalities, such as eye tracking, could be implemented at a later stage to 

ensure accessibility, for example for people with locked-in syndrome. All identified features 

are shown in the user flow in Fig. 1. 
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Fig. 1. User flow and mockup design of the user interface 

 

3.2 Performance evaluation of computer vision models 

Tab. 2 shows the results of training each network over 10 epochs with and without augmented 

data. Except for YOLOv8 trained on augmented data, there is a noticeable decrease in FPS as 

the network size was increased from “nano” to “small”. There is also a noticeable improvement 

in mAP for models trained on augmented data. The last rows represent the training of 

YOLOv8s and YOLOv5n over 40 epochs on augmented data. 
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Table 2. Results of training various size networks on datasets with and without augmentation 

 Image 
size 

Aug. P R mAP50-
95: all 

mAP50-
95: keys 

mAP50-
95: 
pen 

mAP50-
95: 
cup 

mAP50-
95: 
glass 

FPS 

YOLOv5n 320px No 0.959 0.928 0.703 0.684 0.572 0.766 0.791 434.78 

YOLOv5s 320px No 0.94 0.928 0.71 0.717 0.54 0.773 0.808 260.55 

YOLOv8n 320px No 0.942 0.919 0.702 0.682 0.563 0.766 0.798 454.55 

YOLOv8s 320px No 0.936 0.934 0.723 0.725 0.576 0.795 0.795 333.88 

YOLOv5n 320px Yes 0.952 0.945 0.739 0.712 0.654 0.789 0.802 370.37 

YOLOv5s 320px Yes 0.941 0.947 0.738 0.736 0.619 0.788 0.81 336.63 

YOLOv8n 320px Yes 0.953 0.93 0.741 0.734 0.631 0.791 0.807 370.37 

YOLOv8s 320px Yes 0.945 0.949 0.748 0.751 0.633 0.8 0.809 419.90 

YOLOv5n 

(40 ep.) 
320px Yes 0.954 0.944 0.759 0.753 0.661 0.8 0.82 434.78 

YOLOv5n 

(40 ep.) 
640px Yes 0.954 0.954 0.775 0.782 0.666 0.825 0.83 487.8 

YOLOv8s 
(40 ep.) 

640px Yes 0.951 0.953 0.77 0.783 0.635 0.824 0.838 135.14 

 

YOLOv5n was particularly fast to train due to its small size and the dimensions of the training 

images (320x320px). The model achieved comparably high FPS on the validation set. Even 

when the size of the training images was increased to 640px, the training time was still about 

five times shorter than for YOLOv8s. This is an advantage in the future, as it could allow for 

faster parameter and dataset optimization. 

 

 
Fig. 2. Predictions on images from outside the dataset, the confidence of the object detections were pen 

0.9, cup 0.88 and keys 0.92. 
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  Considering the high FPS achieved with YOLOv5n (trained on 640x640px images over 40 

epochs), the short training time and the improved mAP across classes, it is the object detection 

model we have chosen for this project. Fig. 2 shows exemplary predictions by YOLOv5n on 

images from outside of our dataset, demonstrating the model’s ability to generalize. 

 

4 Discussion 

4.1 Discussion on user flow and design elements of the UI 

The user flow shown in Fig. 1 shows the steps the user has to take to perform a task with the 

robot. The design of the interface was chosen to present buttons and the video image as large 

as possible to improve the usability for paralyzed people and to ensure the usability with other 

input methods such as eye tracking or BCIs. A reason is the low accuracy of head-mounted eye 

tracking devices. In BCIs flickering buttons are sometimes presented at different frequencies 

[24]. These differences are visible in the recorded brain activity data and a selection of the 

button can be made. As the eye is also constantly moving, large buttons provide a larger field 

in which the user could focus. For this reason, the directional control buttons were placed 

within the video frame.  

 The overlap of bounding boxes and arrows would create a new challenge. The risk of 

pressing the wrong button, known as the Midas Touch Problem in eye tracking and gaze 

recognition, has to be eliminated. As a precaution, the clickable bounding boxes are only 

displayed if the object is a certain distance from the arrows. This also leads to a better view of 

the object, which is helpful for trajectory planning. Before completing the task, the user is also 

prompted to confirm their selection. To avoid annoying behavior by appearing and 

disappearing bounding boxes, the detection threshold of the object can be manipulated within a 

certain range. This results in either faster detection of the objects which can be selected by the 

user or less flickering, which can reduce seizure triggers. 

 Finally, the approach only allows the user to click on one bounding box and execute a task 

with it. Complex tasks such as pouring a glass of water could be represented by selecting 

multiple bounding boxes e.g., glass and bottle. However, in the real world, the glass and the 

bottle would be seldom in the picture at the same time. A pouring task is represented as 

grasping the bottle, remembering that a bottle was grasped and as soon as the user selects the 

cup after the user moves it into the field of view, the pouring task is proposed. 

4.2 Discussion on the evaluation and results of the object detection algorithm 

The object detection model was able to achieve satisfactory results even after initial difficulties 

with, for example, the “pen” class. The object itself has a more challenging shape to detect in 

comparison to cups, for example. In addition to this, training data on pens was difficult to come 

by. 

 More generally, it was interesting to note that an increase in network size from “nano” to 

“small” did not always translate to an increase in performance. Some possible reasons for this 

are that the data was limited, the dataset not as diverse as would be ideal, and as the complexity 

of the model increased with size. It may not be large and diverse enough to support the model, 

potentially leading to the drop in performance. In addition, the bounding boxes were not all 

manually verified in each image. Some bounding box errors were corrected, such as the 

bounding boxes not fitting tightly enough around each object, leading to an increase in 
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performance, but if any noisy or incorrect labels remained, a larger model would tend to 

amplify the impact of the errors, leading to a decrease in performance. 

 The main bottleneck to improve the performance of the object detection model would be 

the quality of the dataset, which could be solved in the future by creating a new dataset using 

frames from a stream of robotic arm in motion as this would lead to more domain-aware data 

than the available datasets, taking into account realistic angles the field of view could have 

from the perspective of a camera mounted on a robotic arm. It would also be possible to 

integrate objects such as specific types of cups commonly used in assistive care. 

 It is planned to combine the object detection network with the DeepSORT tracking 

algorithm. This type of algorithm would enable stable tracking of objects, even in situations 

where there is temporary partial or total occlusion of an object. When the object exits the field 

of view, its existence would not be instantly forgotten in a case where there are multiple 

objects of the same class available, for example. Solving these challenges will provide new 

insight in the design of AI-driven ARA user interfaces. 

5 Conclusion 

In this work we presented a user flow adapted for the use by physically impaired people. By 

automating task execution with a robot, it is assumed that the cognitive load of the user can be 

reduced. This shared control was realized by using object detection and linking tasks to the 

object classes. The best model was determined by evaluating FPS and mAP of different 

variations of YOLOv5 and YOLOv8. After training the models with data from various 

databases, YOLOv5n showed the best performance for this application. Part of future work is 

the development of an extended number of available tasks. Further, the usability will be tested 

with users and feedback will be collected. 
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Abstract. The nursing sector is facing a profound shortage of skilled workers. Social robots 
have the potential to relieve the nursing staff. However, given that social interaction is 
indispensable in the nursing sector, it is essential to equip social robots with comprehensive 
artificial social interaction capabilities to support the staff effectively. Human values are an 
essential building block of social interactions and drive individual’s behaviors. Therefore, 
human values need to be reflected in human-robot interaction. In this conceptual paper, we 
present a value-sensitive approach to the use case of a humanoid social robot in elderly care 
and conceptually outline how we intend to build to a cognitive system using control theory 
to enable the humanoid social robot exhibiting value-sensitive actions. 

Keywords: Humanoid Robots; Social Robots; Human-Robot-Interaction; Elderly Care; 
Value Sensitive Design; Use Case; Control Theory; Cognitive System. 

1 Relevance of Value-Sensitive Robot Design in the Care Sector 

According to the OECD, long-term care is facing a profound shortage of skilled workers 
worldwide [1], which might lead to unsatisfying quality for care receivers. Social robots have 
the potential to address this issue by autonomously taking repetitive, non-nursing tasks off the 
hands of the often-overworked nurses. 
 However, for a successful deployment in elderly care, it is crucial to design social robots as 
a participatory and socially interactive entity in everyday life [2]. Such design requires the 
necessary technical functions to account for the social interaction capabilities that enable the 
robot to relieve overworked professionals in care institutions effectively. 
 Human values are an essential building block of social interactions and should, thus, be 
considered in robot design. However, despite their  relevance, values have only received little 
attention in the robotics industry [3]. Value sensitive design (VSD) is an approach that considers 
human values in the design of technology and has increasingly raised robot researcher’s interest 
in recent years [4].  
 In our research, we design a humanoid social robot to be able to function as a therapy 
companion. The remainder of this conceptual paper is structured as follows: Section 2 provides 
an overview of robots in the care context. Section 3 introduces the VSD approach, which guides 
our research. Section 4 outlines our research approach, and in Section 5, we envision a cognitive 
system with values in mind as a potential technical solution. Finally, we discuss our research in 
Section 6 before concluding our work in Section 7. 
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2 Social Robots in the Care Sector 

Robots represent systems that have the “ability to perform intended tasks based on current state 
and sensing, without human intervention” [5]. They are increasingly used for applications in the 
healthcare sector. As a specific type of robots, social robots are able to communicate socially 
and interact with humans and other robots. These robots come in various appearances, with the 
ability to recognize, react, and activate certain emotions of human users based on artificial 
intelligence (AI) [6]. 
 In light of the ongoing global shortage of skilled care workers, researchers have started 
investigating the potential of social robots in the nursing sector. The application contexts of 
social robots are versatile. Research has examined the use of social robots to improve elderly 
people’s psychological well-being [7] and cognitive functions [8]. Further, social robots can 
provide companionship for lonely and socially isolated elderly people [9] and offer valuable 
services such as reminding of medication to support older adults’ independent living [10]. While 
a large body of research focuses on zoomorphic robots with animal-like shapes, such as the 
robotic baby harp seal Paro, which appears to have a positive impact on the quality of life of  the 
elderly [11], the use of humanoid robots has also shown benefits for older adults and caregivers 
in elderly care [12]. 
 However, it is important to note that the breadth of social robotics research underscores that 
the mere presence of functionalities is not sufficient for users to adopt social robots in the long 
run, and therefore, other social factors need to be considered in the design of social robots [13]. 
In particular, researchers have increasingly recognized the mutual shaping relationship between 
technology and society [14]. While scholars have begun explicitly incorporating values into 
social robot design [15], more research that demonstrates a concrete approach to the design and 
development of value-sensitive social robots is still needed. 

3 Value Sensitive Design 

To account for the mutual shaping relationship between technology and society, value sensitive 
design adopts an interactional stance on technology and values [4]. Values are subconscious 
needs, that members of a group share (e.g., autonomy, security, or collaboration) [16], and which 
influences their behavior (e.g., intending to use certain technologies or not) [17]. Indeed, research 
has indicated that a misalignment between social robots and values might present a barrier to 
their adoption [18–20]. 
 When designing values in technology, a core question is whose values should be considered. 
Compared to other human-centered methods, an advantage of VSD is that it extends the focus 
from the values of mere end-users to those of stakeholders that are affected by the use of a 
technology [21]. Additionally, as values are not isolated but rather interrelated, VSD recognizes 
the emergence of value tensions that can occur on various levels: within an individual, within a 
stakeholder group, among different stakeholder groups. VSD stresses that even though values 
might be in opposition, at the same time this tension can be solved by balancing values in relation 
to each other through identifying design requirements that help solve the tension [4]. 
 To ease researchers to investigate and incorporate stakeholder values in the technology, VSD 
proposes a tripartite methodology that compasses three different types of investigation: 
Conceptual, empirical, and technical investigations [4]. While conceptual investigation explores 
the research object from various standpoints (e.g., analytic and theoretical) — particularly 
identifying stakeholders and their values, the context in which the technology is deployed is 
examined in empirical investigation. This investigation typically addresses how stakeholders 
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experience values in a specific context by applying methods from social science research. 
Finally, in technical investigation, researchers examine the alignment between the values and an 
existing technology design. Moreover, technical investigation also concerns the development of 
technology according to the identified values [4]. 

4 Approach to Value-Sensitive Social Robot Design 

4.1  Use Case of a Therapy Companion 
Motivated by the vision of freeing up nurses for their core nursing tasks, we study the use case 
of a therapy companion, which serves the purpose of reminding residents of their therapy 
appointments and eventually accompanying them. This use case encompasses several interaction 
scenarios, such as searching residents within the nursing home, engaging in conversations with 
residents to remind them of their appointments and to motivate them for their therapy if 
necessary, and accompanying residents to the therapy room, etc. Realizing this use case implies 
two main challenges, namely understanding which values the social robot should act upon and 
how to realize this technically. 
 The first challenge concerns designing values for the social robot. So far, existing works have 
mainly focused on the evaluation of social robots according to a set of predefined values. For 
instance, there are models assessing the value of trust on user acceptance of social robots [22]. 
Furthermore, frameworks are proposed to examine how predetermined moral elements are 
manifested in robot-supported care practices [23]. Although these post-evaluations advance the 
understanding of the role of value in user adoption of social robots, the design of social robots 
that incorporates stakeholder values, particularly the operationalization of values into the various 
interaction features of the social robot, is under-researched.  
 The second challenge concerns the technology. Thanks to the extensive research on 
individual AI systems such as navigation, orientation, recognition, and conversation exist, all 
these AI systems have achieved substantial improvements within the last decade and have been 
successfully applied individually. However, the technical challenge of integrating all the 
individual AI technologies into a complex cognitive system to achieve a common goal with 
values in mind remains unsolved. 

4.2  Research Approach 
In our research, we employ VSD to design values in the social companion robot. VSD 
encourages the application of the three investigation types (conceptual, empirical and technical) 
in an iterative and integrative way. To facilitate this, we adopt the wave approach proposed in 
[21], which provides specific recommendations for iterating these three investigation types in an 
integrative manner throughout our design process.  
 We start with a context analysis to investigate the current practice of therapy companion, 
which enables us to identify several stakeholders for this use case. Among them, we classify  
residents, care givers and therapists as direct stakeholders and resident’s relative and the 
management of the nursing home as indirect stakeholders. Following this, we conceptually 
examine stakeholder-relevant values through existing research (e.g., [24]). The results of the 
conceptual analysis are then leveraged in our empirical investigation through various qualitative 
methods. For instance, in value-oriented interviews [4], we ask stakeholders to explicitly assess 
values identified from the conceptual investigation with regard to the use case, while also 
implicitly eliciting values from their conception of the robot-supported therapy companion. 
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 For the operationalization of values, we utilize the value hierarchy [25] to translate identified 
values into design requirements for the use case. Additionally, we collect design requirements 
from stakeholders through empirical methods (e.g., workshops). When new values emerge from 
the empirically collected design requirements, we revisit the value hierarchy [25] to derive 
design requirements for these newly identified values. To guide the technical development, we 
establish an understanding of the various interaction scenarios between the robot and residents. 
We suggest using design patterns [26] to create these interaction scenarios and specify human-
robot interaction (HRI) based on the derived design requirements. Design patterns have been 
used in previous works to enable effective and pleasant HRI [27, 28]. 
 Implementing a technical artifact based on the derived design requirements and HRI 
specifications means creating a cognitive architecture that orchestrates all the individual AI 
systems necessary for this use case. This alone is a complex endeavor. Enabling the architecture 
for value sensitivity further raises the bar of complexity. To tackle this challenge, we envision a 
cognitive interaction system utilizing control theory. 

5 Control Theory as Concept of a Cognitive Interaction System 

Values are mainly visible through the actions a robot takes while interacting with a human. 
Therefore, we focus on HRI and see everything the robot does as an action, such as speaking 
kindly, moving side by side with people, showing empathic facial expressions, etc. and the 
humans’ responses as reaction. 
 In order to translate value-sensitive behavior to a technical level, we apply control theory, 
because a system that reacts on actions can be modeled in control theory to control the system’s 
state. Control theory has the objective to develop a model governing a system input to drive the 
system to a desired state. Such a system can be described in the following Eq. 1: 
 
  𝐴𝐴(𝑦𝑦) = 𝑓𝑓(𝑣𝑣) ( 1 ) 
 
 Whereby 𝑦𝑦 represents the unknowable state of the system we are willing to control. On the 
other hand, 𝑣𝑣 ∈  U𝑎𝑎𝑎𝑎  is the control, the variable we can choose to act and change the state. If 
𝐴𝐴:𝐷𝐷(𝐴𝐴)  ⊂ 𝑌𝑌 ⟼ 𝑌𝑌 and 𝑓𝑓: U𝑎𝑎𝑎𝑎  ⟼ 𝑌𝑌 are two linear or nonlinear functions where the operator 
𝐴𝐴 determines the equation that must be satisfied by the state 𝑦𝑦, 𝐷𝐷 the set of decision, 𝑌𝑌 the 
solution space and all possible states, and U𝑎𝑎𝑎𝑎 the set of all controls. Therefore, the function 𝑓𝑓 
indicates how the control 𝑣𝑣 effects the state of the system [29]. 
 The main goal of control theory is to model the system to be controlled by finding the controls 
𝑣𝑣, that lead to an associated state 𝑦𝑦(𝑣𝑣). Such a model allows to build a control system managing, 
manipulating, or directing the state of the system to be controlled into a desired state. There are 
two fundamental types of control systems: the open-loop control system and the closed-loop 
control system. We focus on the closed-loop control because it includes the feedback concept 
that is essential in HRI to reflect which values to emphasize in the robot’s behavior based on the 
humans’ reaction to the robot. Therefore, the state of a system is fed back to the control system, 
which continuously determines the control 𝑣𝑣 based on the feedback of the system to affect the 
state 𝑦𝑦 towards a desired state. 
 Such a control system could also be applied to HRI, if we see the interaction as the system 
to be controlled, the set of values to be respected as the state of the system and the robot’s actions 
as control variables. Important is that human (re)action also influences the state of the interaction 
in regard to the respected values and therefore, creates a new state within the interaction system. 
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The observation of the human’s (re)action using sensors builds the feedback as depicted in Fig. 
1. In such an interaction system, the robot’s behavior or actions are decided by the control system 
based on the current state, represented by the respected values by the human’s reaction, with the 
goal to reach a new desired state of respected values. Modern control systems are carried out in 
the state space and can deal with multiple-input and multiple-output (MIMO) systems, which is 
important in the application of control theory in HRI and control multiple values by multiple 
actions. Therefore, actions may affect several respected values. With state spaces, a robot is able 
to respect multiple values with tensions in the action to take and read multiple values out of the 
humans reaction to find a new desired state of the interaction to choose the next action. 
 Imagine an interaction between a robot and a human, where the robot is introduced to the 
human. The robot first approaches the unknown human with low emphasis on the value of 
security but high emphasis on the value of openness. However, the camera notices that the human 
backs away and the control system adjusts the desired values of security and openness for this 
interaction, interpreting the backing away as an indication for unsecure feelings of the human 
and, thus, as a need to increase attention to the value of security. Instead of forcing a certain 
distance to the human, the robot actions are adjusted to the human’s reaction and the robot stops 
to keep a secure distance and emphasizes the value of security more than before while keeping 
the value of openness as high as before in the actions. 
 

 
Fig. 1. Interaction feedback loop 

 
 In the context of HRI, it is important to have room for fluctuations of the values within the 
interaction system to appropriately represent a desired value set in the states. Forcing the state 
of the interaction into certain set of respected values can lead to negative or opposite effects. A 
robot cannot just act happy to force happiness into an interaction with an upset human. The robot 
should rather try to express respect for values in small steps to incrementally lead the interaction 
into a desired set of respected values and avoid any enforcement of values. Fernandez-Cara and 
Zuazua [29] stating in their summary to control theory the following: 

“To control a system arising in Nature or Technology, we do not have 
necessarily to stress the system and drive it to the desired state 

immediately and directly. Very often, it is much more efficient to control 
the system letting it fluctuate, trying to find a harmonic dynamics that 
will drive the system to the desired state without forcing it too much.”  
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 We propose to design a cognitive system with values in mind as a decision-making system 
(DMS) based on control theory and control systems. Perception can be defined as the human 
fundamental form of cognitive contact to the world, while it refers in robotics to the ability to 
perceive the environment [30]. Therefore, the robot can estimate on the sentiment of (re)action 
of the human how the robot’s action affected the system. Cognition is defined as the ability of 
humans to know, learn, and understand things. Hence, designing cognitive systems implies 
making them capable of reasoning about their actions [30]. Therefore, the robot must choose the 
next action accordingly to get closer to the desired state, the prescribed set of values to respect. 

6 Discussion 

In the present work, we highlighted the need for considering human values in social robot design 
and outlined our approach to incorporating values in a social robot application in a nursing home. 
Finally, we present a novel cognitive interaction system based on VSD and control theory. 
 In particular, we employ VSD to account for human values. A major differentiation of our 
research from other VSD robotics work (e.g., [15]) is that we strongly strive for an integrative 
approach as recommended by VSD. We deliberately iterate the value analysis through 
conceptual and empirical investigations because it is particularly important to understand how 
the conceptually identified values are manifested in the usage scenario and allows stakeholders 
to express context-specific values. The same applies to the derivation of design requirements. 
Through conceptually deriving requirements by using the value hierarchy [25] and empirically 
with stakeholders, we can triangulate these derived design requirements, thereby creating a 
design that better reflects the stakeholder values. Furthermore, while previous works only derive 
design requirements but do not specify how to design HRI based on these requirements [15, 23], 
our research proposes the use of design patterns, which facilitate the specification of HRI across 
various robotics platforms and ease the technical development. 
 Control theory has primarily found applications in physical human robot interaction [30–33]. 
In contrast, our research explores the possibilities to apply this theory in social interactions by 
defining the interaction as the system to be controlled and the respected values within the 
interaction as the states. Notably, the application of control theory and the implementation of a 
control system in social HRI comes with its own challenges. The value preferences underlying 
the state of an HRI, must be prescribed and measurable. Sentiment analysis of the human’s 
behavior (speech, mimics, gestures) might allow for a measurement, but concluding from human 
behavior to a desired set of values including their appropriate emphasis is a difficult endeavor. 
While subtle emotional human twists may probably be impossible to detect by the robot in the 
first place, we intend that the robot is able to distinguish states that indicate, for example, 
emergency situations, boredom, fear, and satisfaction to appropriately react to these. We assume 
we can address this challenge with the application of fuzzy logic, but further research must be 
carried out to validate this assumption. 

7 Conclusion 

In light of the pressing issues presented in long-term care, social robots have the potential to 
support the care givers in their daily tasks and enhance the quality of life for care receivers. 
Given the fundamental role of values in user acceptance of robots, we urge all researchers and 
practitioners to incorporate values in robot design as a whole. The presented conceptual paper 
gives an insight into our research approach to value-sensitive social robots and outlines how to 
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technically tackle the value integration based on control theory. As part of our future work, we 
aim to validate our approach to operationalizing values in HRI and refine the proposed technical 
concept.  
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Abstract. The motion of soft robots is intrinsically linked to their shape. Design
of soft robots is then still a challenge, with a very large design space to explore in
terms of possible shapes. Generative methods can be of interest, but they require
intensive use of robots motion prediction. We assess the interest of using deep
learning models to accelerate the synthesis. The case of pneumatically-actuated
structures is considered. We show first that a Resnet model can accurately de-
scribe the structure motion after learning on a dataset based on finite element
simulations. Second, we show that the model accuracy can be maintained during
a synthesis, outside the initial dataset, using transfer learning.

Keywords: Soft Robot, Resnet, Transfer learning, Genetic Algorithm

1 Introduction

Soft robots are structures made of flexible material, for which motion is obtained by
various means such as cable or pneumatic actuation [1]. The latter is largely considered
with so-called soft pneumatic actuators (SPA) [2], the elementary components of a soft
robot. Pneumatic chambers are then distributed in the SPA body and they allow defor-
mation of the structure. Design methods for these actuators still need to be developed
[3, 4]. With the freedom of shape allowed by additive manufacturing techniques [5], the
design space is in particular growing dramatically and efficient design methods are yet
to be proposed.

The gold standard to assess a SPA motion is to use finite element analysis (FEA)
[6, 7]. Designing SPA using FEA and evolutionary algorithms such as genetic algorithms
could be interesting to get a generic design method [8], but the computational cost of
FEA limits the feasibility. In the literature, deep learning (DL) models have been proven
to be relevant for the prediction of soft structure deformation under various loadings [9–
11]. During a SPA design, the problem of prediction using DL is however quite different:
the model has to estimate the displacements of a structure, while the latter is modified
by the design process. At the same time, the loading is also modified as it is related to
the pressurization of the SPA.

In this paper, we thus assess the adequacy for such use of a CNN model. First, we
describe the SPAs to be modeled. A simplified design problem is considered to study
the limitations of a CNN model when the training dataset is of limited size compared
to the full design space. We then study the impact of bias in the training dataset in
a situation where the design space can be exhaustively explored. Finally, we assess the
model capacity to remain accurate while being used in other areas of the large design
space, using transfer learning (TL).
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2 SPA definitions and CNN construction

2.1 SPA under consideration

Our assessment is based on the design of SPAs defined by a discrete distribution of soft
material through a 25x25x75 matrix of 0.4 mm voxels, to be compatible with experimen-
tal assessment in the future. The prismatic outer shape is considered fixed, considering
it is imposed by size requirements. The air supply is fixed at the center of the bottom
surface. A functional SPA is composed of a hollow structure connected to the air sup-
ply within the prismatic outer shape. Examples of three-dimensional SPAs generated
randomly accordingly are given in Fig. 1-a.

a

b

x
z

y

Fig. 1: In (a), examples of SPA randomly generated for the learning dataset (blue : void, red :
filled), in (b) the points of interest used to define the SPA behavior with, from left to right, 1,
4, 12 and 20 points.

Our goal is to estimate the 3D displacements at n points of interest, located on the
external border of the SPA. The output of the CNN model is thus a vector of size 3n. In
the following, we estimate the prediction accuracy in 4 situations, i.e. with n=1, 4, 12,
20 as represented in Fig. 1-b. As a reference and for CNN training, FEA is performed
using Comsol. The SPA body is considered as composed of a soft linear elastic material
(E = 2 MPa, ν = 0.3).
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Fig. 2: Schematic representation of the reduced problem with the point whose displacement
is being tracked (red point), the outer edge (crossed-out voxels), the pneumatic input (violet
point), the fixed surface at the bottom of the design (blue surface) and the pneumatic chamber
(yellow) with full (grey) and empty (white) voxels.

2.2 Simplified design of SPA

Implementing a deep learning model for a large design problem makes it difficult to
identify the influence of biases during learning. Here, with a structure composed of 25×
25 × 75 voxels, there are 1014096 possible designs of SPA. Thus, a simplified problem of
SPA design is considered for initial evaluation of CNN behavior. The design is 2D, and
described by 5× 5 matrix. SPA material is the same. There are then 1,338,341 possible
SPAs, all of which can be simulated using FEA: the whole design space can therefore be
explored. One example is depicted in Fig. 2.

2.3 CNN model construction

In [12], a Resnet model was successfully used to estimate the behavior of composite
structures under static loading. The composite structure is then defined as an array, with
2 possible materials for each cell. The model is then employed to predict the structure
mechanical behavior, e.g. displacement at a specific point. This is closely related to our
problem, so we decided to assess a similar approach. The implementation and training
of the Resnet is carried out using Tensorflow and Keras on the same computer.

To determine the number of parameters required to predict the mechanical behavior
of SPA, the number of residual convolution layers (RCL) is increased gradually, until an
RMSE of the order of 10−2 mm is reached. RCL are defined using full pre-activation
(Fig. 5) as it has shown great generalization performances. The Resnet takes as input
the matter distribution matrix defined as a matrix boolean values and outputs the 3n
vector representing the displacements of n points defined in Fig. 1-b and expressed in
millimeters.

3 Initial assessment of CNN model prediction accuracy

3.1 Creation of the dataset

For this initial assessment, the simplified design is being used. There is one point of
interest (n = 1) on the outer edge of the SPA (Fig. 2, red point). The SPA structure is
defined (Fig. 2) by a 5×5 matrix. The dataset is generated by considering 3 rules: 1) the
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outer strip of material needs to remain present to keep the SPA sealed ;2) the pneumatic
input is set at the center of the lower surface of the design (Fig. 2, violet point) ; 3) the
lower surface is attached to the base, so it has no displacement. During the generation
of designs, all voxels composing the inner structure of the SPA, that is submitted to the
internal pressure, must be connected to the pneumatic supply, as shown in Fig 2. Designs
that do not follow this rule are not considered.

With a reduced problem formulated in this way, we use a greedy algorithm to deter-
mine the set of possible SPAs. The dataset contains about 1.4 × 106 SPAs. From this
dataset, we analyze the training results of a Resnet network. The dataset is first ranked
using the value of displacement at the point of interest. This creates on purpose a bias
in the training data, which impact is analysed in the following.

3.2 CNN model construction

The constructed Resnet architecture is composed of an input convolution layer (CL), 11
residual convolution layers, a last CL followed by 2 dense layers of 128 neurons each.
Each CL have 64 3× 3 kernels. RCL are defined using full pre-activation as it has shown
great generalization performances. The Resnet takes as input the matter distribution
matrix defined as a matrix of 5× 5 boolean values and outputs the displacement of the
monitored displacement along y⃗. In order to facilitate the representation of results, we
limit ourselves to the study of vertical displacement coordinates.

An intial training of the Resnet is done using 100,000 SPA that randomly picked in the
dataset. 90 % are used as a training set and 10 % as a validation set. RMSProp is being
used for the training as it here provides better performances than Adam. The remaining
individuals are used to test the model performance. The training is done through 300
epochs with a learning rate of 10−4 and early-stopping. The performance of this initial
training, evaluated on the test set, is shown in Fig. 3. The results show that the Resnet
is able to give an estimate of displacement with an accuracy of less than 10 µm for the
entire dataset. The R2 coefficient is then of 0.99.
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Fig. 3: Learning results on the whole dataset without the introduction of bias with training
data (yellow) and test data (black).
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3.3 CNN behavior

We seek to quantify the loss of performance of the network’s estimation when its learning
is conducted on a non-representative set of all SPAs. To this end, the complete dataset
obtained after the initial sorting operation is segmented in 2 domains, using a threshold
on the achievable displacement at the point of interest. The domain with the smallest
displacements is used to build the training dataset and the test dataset. The other domain
is used as the bias control dataset. 4 situations are considered, with 20%, 40%, 60% or
80% of designs with smallest displacements. The training dataset contains 100,000 SPAs
for each assessment.

The training results are available on Fig. 4 and on Table 1.

considered training training Test Test bias control bias control
displacement RMSE R2 RMSE R2 RMSE R2

80% selection 9.0 · 10−3 0.999 9.0 · 10−3 0.999 1.14 · 10−1 0.350

60% selection 8.0 · 10−3 0.999 8.0 · 10−3 0.999 2.54 · 10−1 -1.745

40% selection 7.0 · 10−3 0.999 7.0 · 10−3 0.999 3.54 · 10−1 -3.687

20% selection 6.0 · 10−3 0.998 6.0 · 10−3 0.998 8.43 · 10−1 -38.752

Table 1: Presentation of training results on 100,000 data points taken from a set of chambers
with displacement associated with the best 80, 60, 40 and 20 percent of the data in the dataset.

When we evaluate the network’s performance on the training domain, we find that it
does not differ from the initial training, for both training (Fig. 4, yellow) and test (Fig. 4,
black) datasets. The CNN is then able to provide a satisfactory estimate of vertical
displacement at the monitored point. The CNN performance is, however, insufficient on
the bias control dataset (Fig. 4, blue). We note that this estimator loses precision when
the maximum displacement of SPAs considered in the training is diminished.

The bias introduced in this learning process allows us to understand the possible issues
during the design of SPAs. During the initial generation of SPAs, it is difficult to propose a
dataset that offers an exhaustive representation of all possible displacements. If the initial
SPA generation process is based on unguided random generation, we can anticipate that
a bias will be introduced, that will impact the model built by learning. We can also
anticipate that other biases, such as a bias linked to the size of the pneumatic chambers,
will impact our initial dataset. So, rather than focusing on the initial generation method,
in the following we investigate the efficiency of correcting this bias through learning
transfer steps.

4 CNN for SPA design with transfer learning

4.1 CNN model learning

We now focus on the SPA under consideration initially, as described in 2.1. The con-
structed Resnet architecture (Fig. 5) is composed of an input convolution layer (CL), 16
residual convolution layers, a last CL followed by an average pooling layer and 2 dense
layers of 128 neurons each. Each CL have 64 3×3×3 kernels. RCL are defined using full
pre-activation (Fig. 5) as it has shown great generalization performances. The Resnet
takes as input the matter distribution matrix defined as a matrix of 25×25×75 boolean
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Fig. 4: Plot of estimated displacements versus simulated displacements for the different drives
performed on the lowest 80% (top-left), 60% (top-right), 40% (bottom-left) and 20% (bottom-
right) displacements.

values and outputs the 3n vector representing the displacements of n points defined in
Fig. 1-b and expressed in millimeters.

For its training, an initial dataset of 100,000 designs is first randomly generated. The
simulation time is about 8 days using 1 PC (Intel i9-10900KF, 64 GB of RAM, NVIDIA
RTX-3090).

The training of the Resnet is done using 60,000 SPA randomly drawn in the initial
dataset (90 % as training set and 10 % as validation set) using RMSProp as it here
provides better performances than Adam. The remaining 40,000 SPA are used to test
the model performance. The training is done through 20 epochs with a learning rate of
10−4 and early-stopping. The performance of this initial training, evaluated on the test
set, is shown in the table 2. The results show that, with initial training, the Resnet is
able to give an estimate of displacement with an accuracy of less than 10 µm for the 4
situations under consideration. In addition, one estimation of SPA performance requires
a computational time of less than 1 ms, compared with 30 seconds for FEA.

4.2 CNN accuracy with transfer learning

During the SPA design, the design space is being explored to gradually tend to obtain
larger displacements, meaning better performances out of the initial dataset domain.
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Fig. 5: Resnet representation with its input as the material distribution matrix and its output
as a dense layer of 3n neurons.

When the Resnet is being used in a domain out of the initial dataset, prediction accuracy
may decrease significantly as we showed earlier on the simplified problem. To assess this,
a specific dataset of 830 SPA designs with greater displacements and far from the initial
dataset has been generated specifically (Fig. 6, blue and orange dots). We define our test
dataset with 800 SPA. The initial performance of the CNN is indicated in the second
column of Table 2. For example, precision is almost decreased by a factor 20 when 1
point of interest is considered, which means a strong loss of accuracy.

A transfer learning (TL) step is then considered. It is achieved through 10 epochs with
a learning rate of 10−5 with 3000 SPA. 1500 SPA are randomly drawn in the training
dataset of 60,000 SPA and the 30 extra SPA geometry are duplicated 50 times to have an
equal representation in the TL dataset. Performances of the test dataset are indicated in
the last column of Table 2. It highlights the relevance of TL in design space exploration
out of the initial domain. The loss of precision is then only by a factor 2, which could be
acceptable as it is only used to identify best design subspaces.

Considered Metrics Initial Before After
output training TL TL

1 R2 0.99 0.90 0.96
point RMSE 7.7 · 10−3 1.4 · 10−1 1.6 · 10−2

4 R2 0.99 0.92 0.94
points RMSE 9.0 · 10−3 1.8 · 10−1 1.8 · 10−2

12 R2 0.99 0.69 0.92
points RMSE 6.8 · 10−3 1.3 · 10−1 1.3 · 10−2

20 R2 0.98 0.81 0.89
points RMSE 7.3 · 10−3 6.5 · 10−2 1.1 · 10−2

Table 2: Resnet performance as a function of the number of points of interest, the use after
initial training, without and with transfer learning.
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Fig. 6: Displacement of 1 point of interest of the SPA. Black/Blue/Orange crosses represent the
initial dataset/the test dataset for TL/ the train dataset for TL

5 Conclusion

We investigated the use of a Resnet model to estimate the behavior of SPA during its
design. First, it reduces the computation time from 30 s to less than 1 ms in comparison
with FEA. The Resnet accuracy on a randomly generated population of designs is in the
order of 10 µm. This performance is obtained when focusing on 1 or multiple, here up to
20, points of interest. We have identified that learning the CNN on an initial population
of SPAs may be subject to certain biases. We then proposed to carry out a transfer
learning step on a reduced number of new data to correct the estimate proposed by the
CNN. The capacity to use transfer learning to improve the Resnet accuracy when it is
used during the synthesis, far from the initial dataset, was also evaluated. The loss of
precision can be reduced by a factor of 20 to 2 thanks to the TL.

The overall impact of computational time reduction obviously depends on the evolu-
tionary process, which is another aspect to investigate. A perspective will then to include
more advanced material models, to refine the design process, for instance including ma-
terial non-linearities that can be present with very soft materials.
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Keynote 3 : You have to ask the right questions!

Gernot MEIER

Offenburg University of Applied Sciences

Fig. 1. Dr Gernot Meier (HS Offenburg)

“You have to ask the right questions” is a common, but not to be underestimated
basic mindset that has played a central role from Aristotle, Isaac Asimov to beyond
Michel Foucault. This basic mindset is familiar to many when making important strate-
gic decisions in business. The basic attitude also has a crucial role in ethical discussions
related to the digital future and its forecasting. This also from the knowledge that re-
sponsible action is always questioning action in the face of a future that can never be
fully controlled.

Since all forms of forecasting are difficult when they concern the further, however,
social and technical actors often take shelter in extreme positions or superlatives. Why
might this be? Often the reason is that the problems are approached in an undercomplex
way and that a technical solutionism believes that ethical questions can be solved and
finalized in principle.

Machine ethics, information ethics, robot ethics, algorithms ethics also with all their
differences, however, show the following: New technological possibilities give rise to new
moral problems. For example, a questioning of the image of man, because digitalization
challenges the previous humanistic image of man, or also: Who is responsible for what
and why, and is responsibility divisible? Because technology and society are intensively
interconnected, especially in the digital field. It is also very interesting here that the
responsibility of a scientist or also of companies in the digital field is once again in focus.
What will GPT7 say when she has been trained on ethical dilemmas at some point. “I’m
sorry, my answers are limited. You need to ask the right questions.”

That will always remain the tasks of humans.
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Abstract. We propose a Moodle-based LXP (Learning Experience Platform) ar-
chitecture that extends the classical Moodle LMS (Learning Management System)
into LXP. The extension of the Moodle LMS to an LXP is developed to improve
the learner’s motivation and to enable personalized learning. The first component
in our architecture of the Moodle - based LXP is a recommender component based
on Artificial Intelligence (AI). It helps learners by proposing appropriate learning
resources based on the content they are currently studying. These recommen-
dations are derived from metadata of the learning resources, such as predefined
descriptions, number of views, ratings, and comments on the resources.

Keywords: Learning Management System; Learning Experience Platform; rec-
ommender component.

1 Introduction

In the last decades, Learning Management Systems (LMS) have been deployed in var-
ious educational institutions [1], [2]. An LMS is mainly used to organize and support
online learning and includes learning content presentation, communication tools such as
forums, tools for tests and exercises, and administrative functions [1], [3]. In practice, the
teacher-centric LMS is mainly used for administrative purposes such as course announce-
ments and content distribution, while the effective support of the learning process is not
considered [1]. In addition, an LMS provides an identical service to all learners rather
than a personalized learning, which would result in an environment that learners per-
ceive as more relevant and motivating [4]. Advanced learning platforms, called Learning
Experience Platforms (LXP), are designed to help learners to experience personalized
learning by curating content from various sources and recommending it to other learn-
ers individually based on their current learning level and personal learning preferences
[5]. The content of each particular course can be enhanced through Open Educational
Resources (OER) created by other educators and shared by the public to support learn-
ing and knowledge sharing in society [6]. In addition to AI-supported content curation
and AI-based recommendation, other features of an LXP include an attractive, social
media like user interface (user experience), support for social interaction by integrating
feedback and content rating features, and search for specific content [7]. Additionally,
in many cases, gamification and reward systems are incorporated into LXPs to promote
motivation.

In this paper, we present an architecture that extends Moodle [16], an open source
LMS widely used in higher education [17], into an LXP. We identified the main compo-
nents of our approach and designed the core architectures consisting of a recommender
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component, recommender plugins, and a feature to rate and provide feedback for learn-
ing resources. Recommendation systems in the educational domain are approaches for
retrieving and filtering learning resources and similar profiles to provide suggestions for
learning resources that are most likely to be of interest to learners and thus support
personal learning [18], [8]. The interaction between learners and learning resources can
be analyzed and evaluated for aggregating learning resources into a list of personalized
recommendations for the learners [4]. In general, recommendation systems can be catego-
rized into content-based recommendations and collaborative recommendations [20], [9]. A
hybrid approach can also be applied by combining both content-based and collaborative
recommendations [9].

The proposed recommender component in this paper is based on course data and
anonymous user data. It supports each learner with appropriate internal or OER learning
resources to enable personalized learning. The rating system of a recommender compo-
nent for learning resources within Moodle gives students the opportunity to rate and
review all kinds of learning resources. In addition, the recommender component also con-
tains content-based recommendations that recommend a list of learning resources that
are similar to the queried learning resource. The description of the learning resource is
compared with the description of other learning resources in the course. We have also
designed a collaborative recommendation system component which implements trends in
learning resources based on the number of views on the learning resource.

To the best of our knowledge there is an approach to extend Moodle with recommen-
dations proposed by Vera et al. They proposed an educational resource recommendation
system based on user preferences and needs that focuses on the knowledge level of stu-
dents using Python and Moodle [15]. The input data for the recommendation system
algorithm are survey data and students’ academic grades [15]. In the paper [15], the
education resource recommendation system is a collaborative recommendation system,
which is different to the content-based recommendation system for similar learning re-
sources and the collaborative recommendation for trending learning resources that we
have designed. They used totally different data without an LXP.

2 Enhancing Moodle to an LXP

For many years, at Offenburg University of Applied Sciences the Moodle LMS has been
used to provide students with learning resources for their courses. Teachers and students
are used to the system. A lot of Moodle content was created, and many features were
implemented in the courses, e.g. tests or gamification elements. Hence, replacing the
Moodle LMS with a completely new LXP system was not an option. Instead, we decided
to gradually expand Moodle into an LXP with AI-based recommendations for learning,
so that the existing features of the original Moodle will remain available.

In the summer semester of 2023, we conducted an explorative survey at our faculty in
various courses to understand which components of an LXP are important from students’
point of view. Ninety-eight students provided their anonymous opinions on AI-based
learning recommendations in an online questionnaire. By learning recommendations, we
mean suggestions for a learner which learning content could or should be learned next.
Examples could be: ”Read chapter x in book y” or ”Open the following link and attempt
the corresponding quiz.”

First, we wanted to know if and how students use external learning content. The
survey results indicated that many students make use of external learning contents. For
example, more than 80% of the participants often pursue external resources to clarify
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Fig. 1. Expected effect of learning recommendations (n=98).

open questions. And more than 60% utilize external learning contents to prepare for the
examination. There are more options for using external content, such as repeating the
learning content, exercising, or learning more about the topic. But here, the frequency
of usage is lower, which means between 20% and 30% of the participants answered with
“often.” Regarding the learning recommendations (see Fig. 1), more than 90% of the
participants stated that they would use them to deepen their knowledge for their stud-
ies (50% strongly agreed, 44% agreed). Similarly, more than 90% of the participants
expected that learning recommendations will help them to study more efficiently (53%
strongly agreed, 40% agreed). And 100% of the participants believed that learning rec-
ommendations will help them to clarify questions and problems (79% strongly agreed,
21% agreed). In addition, 80% (31% strongly agreed, 49% agreed) indicated that they
agreed to make their anonymized data available for learning recommendations. However,
only 40% of the participants would possibly provide non-anonymized data for personal
learning recommendations (10% strongly agreed, 30% agreed). Many students are also
willing to support a recommendation system through ratings and tags. 86% of partici-
pants would rate learning resources with 1 to 5 stars (agreed and strongly agreed), and
59% would tag learning resources to support content recommendations. In contrast, only
31% of the students are willing to write content summaries for learning resources. Al-
though, more than 85% of the participating students prefer to select learning resources
based on summaries. Although our study has limitations, especially due to the selection
of students at the faculty of media, we consider for the Moodle LXP:
• In the group surveyed, the demand for learning recommendations is very high.
• Recommendations based only on anonymous data should be provided. Also, recom-
mendations based on personal data could be available for those students who are
willing to provide their personal data. Hence, we need one pool for personal and
another for anonymous data.

• External learning content seems to be helpful for many students. As the collection of
high-quality external learning resources is time-consuming, a component for content
curation will be very important for Moodle LXP.

• It could be helpful if students evaluate and rate the contents when a new external
content is integrated into a course, and best of all, provide short summaries for other
students. In general, a component for ratings is mandatory so that rating data of
external and internal learning resources for later recommendations can be collected.
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3 Architecture of the Moodle-based LXP

According to the results of the survey, we designed a detailed architecture of the Moodle
LMS and the recommender component. Fig. 2 depicts the relationship between the rec-
ommender component and the Moodle LMS. The recommender component is designed
separately from the LMS, because hardware separation between the component and the
original LMS can reduce the load of processing on the LMS. In general, loose coupling
of recommender components and Moodle LMS helps to keep Moodle independent. The
productive Moodle system (software and hardware) of the university is used for numer-
ous courses from various teachers and students for the learning processes. Moodle is
indispensable for the university. The proposed recommender component makes use of
anonymized data such as descriptions and user-specific data such as ratings and number
of views. The recommender component which is shown in Fig. 2, gathers and retains
both anonymous and individual learner data.
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Fig. 2. The architecture of the Moodle LMS and the recommender component.

The main task of the recommender component is to use AI algorithms to examine the
most appropriate learning resources and then to provide the results to the recommender
plugin. In the current phase of the project only anonymous data is used for providing
recommended resources. However, in later versions, we will also collect personal data
from students, if they agree to provide their data. The personal data will include learning
preferences and information about their learning activities. The data that describes the
learning resources and learning behavior can be used for the recommendation process.
When a learner in the Moodle system accesses a learning resource, the request to the
recommender component is sent. The component then creates a corresponding list of
recommended resources. The resulting list is sent to Moodle and presented to the learner
in near real-time.

In Fig. 2 we can see that the recommender component is composed of web service
module and AI-based recommender Module. Web service module’s primary function is
to store/transfer data between Moodle LMS and itself. There are two API definitions in
the module: one which faces towards Moodle LMS (i.e. provides access to stored data
to Moodle plugins) and the other which provides/stores data to/from various machine
learning algorithm contained in the AI based recommender module.
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4 Moodle LXP Implementation

For the specified architecture, a few Moodle plugins have already been implemented and
integrated in our productive Moodle system. These include similar learning resources,
rating systems, trending learning resources. In the current phase of the project, we have
implemented several block plugins for Moodle LXP that display a list of relevant resources
based on the selected content and the user interaction to the courses. When a learner
chooses a learning resource (by clicking at it or by hovering the mouse to it for at least
two seconds), the ID of the resource is sent to the recommender component, which in
succession, computes recommendations by using TF-IDF and returns the recommended
learning resources to the plugin, effectively a bidirectional communication. In addition,
trending resources listed in Moodle are processed using Z-Score. Learners will now see a
list of resources relevant to the resource in question and a list of trending resources as
shown in Fig. 3.

Fig. 3. The similar items, trending items and top-rated plugins for Moodle LXP.

4.1 Content based recommendation

In content based recommendations, the similarity between several content resources can
be compared by using metadata that describes these resources. Metadata of resources
can be tags, keywords, or descriptions. The content based recommendation uses vari-
ous methods to analyze the similarity between metadata of learning resources. It uses
Natural Language Processing (NLP) which is a subfield of AI that enables machines to
understand information created by humans [11]. The Term Frequency and Inverse Doc-
ument Frequency (TF-IDF) is one of the text processing approaches used in machine
learning methods for NLP [12], [13]. TF-IDF is one of the most popular methods for
measuring how important description words are to a learning resource document in in-
formation retrieval [9], [10], [11]. It is a weighting approach to describe resources in the
vector space model so that resources with similar metadata will be rated similarly [23].
Metadata that describe resources can be created, assigned, and collected as input for the
recommendation process to generate resource recommendations to users [22]. Metadata
such as descriptions for resources or products can affect the quality of recommendations
offered by recommendation systems [21]. TF-IDF implemented with SpringBoot frame-
work has been used to recommend learning resources and courses [29]. In our project,
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we use TF-IDF to model the similarity between different learning resources in a course
module. We utilize the sklearn [25], a Python API with libraries, to extract TF-IDF
features and calculate cosine similarity.

Information of a course such as course ID, resource ID, resource name, resource
type, and description retrieved from the moodle database are stored in the LXP server
database. Learning resource types can be URL, resource, folder, quiz, etc. In content
based recommendation, resource descriptions, course IDs, and resource IDs are inputs
for the recommendation algorithm that analyzes the similarity between learning resources
in a course. The result of the algorithm is a list of learning resources that are similar and
relevant to a queried learning resource as indicated by the Cosine similarity score. Fig.
4 shows the sequence diagram for the request and response process of Moodle’s similar
items plugin and web service module of the recommender component. The list of similar
learning resources is sent from the AI-based recommender module to the web service mod-
ule of the recommender component in the form of JavaScript Object Notation (JSON)
with the format schema as shown in Fig. 4. In the JSON response, coursemodules are the
list of similar resources returned from the recommender component. The cmid provides
the ID of the learning resource and courseid is the course the learners are currently
viewing.

Fig. 4. The sequence diagram of similar items plugin and web service module of recommender
component with response in JSON.

4.2 Collaborative recommendation

Collaborative recommendation systems, as the name suggests, takes into consideration
what other users interacted with in the past and makes recommendations based on these
conditions. Schafer, et. al. thus recommended this type of recommendation system as
”people-to-people” [26]. It is also considered a popular and widely implemented system.
The system evaluates learners’ previous behavior, expressed in the form of ratings, feed-
back, number of clicks given by learners, to generate recommendations for other learners
[24]. New learners can utilize this information to find resources that fit their needs. This
process also facilitates finding a good learning path, as a new learner is following the
successful steps performed by the other learners.

4.2.1 Rating system Collaborative systems make use of rating and comment features
to know how likely a learning resource is recommended to other users. Originally, a rating
system in the Moodle LMS is only available for forum topics, database items, and glossary
items. Moodle does not provide an overall rating system for learning resources. In order
to cover all learning resources in Moodle, we implemented a rating plugin. The new rating
plugin allows learners to rate all kinds of learning resources in Moodle like book, wiki,
quiz, page, file, URL, etc. Users can rate learning resources with one to five stars, and
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they can assign a short review to the resource, such as ”The video explains the topic
excellently”. We calculate the average rating given by all the learners and present it on
the Moodle LXP. But the ratings are always presented anonymously.

The result of the assessment for each resource is displayed in the top-rated resources
block. The top-rated and displayed resources become a recommendation for other learners
to choose. Learners can easily visit resources based on ratings given by other learners.

Fig. 5. The window popup of course modules for adding and reviewing ratings.

As a first step, the course Software Engineering was extended with various OER,
including learning videos, chapters of e-books from our library, and websites from the
internet. When learners select one of the internal or external resources, such as a file or
a video, they will see the page of the resource they have selected. They can rate it in
two different ways. Fig. 5 shows the user interface when they click the add rating link
and the review rating link. The rating data will be stored in the Moodle LMS database.
Learners and teachers can view the rating results of each resource.

4.2.2 Trending Items Trending (or Fad) generally refers to describing topics, hash-
tags, or keywords that are currently popular or gaining a lot of attention. Items that are
trending follows a positively skewed, escalating slope, unsteady asymptote and a rapid
declining slope [27]. Understanding popular resources can help us identify relevant or
significant learning materials. With that knowledge it becomes easier to make effective
decisions.

There are some things to consider while populating trending items such as number
of clicks, rate of clicks (number of clicks per time period) and the baseline level of clicks.
Since, the trending items will only be displayed in a few courses at the moment, the
baseline level of clicks is considered zero. That means, there is no minimum number of
clicks that an item should have before it is even considered for calculating the score.
There are various methods which we can use to calculate trending items such as Slope
analysis (Mann-Kendall and Sen’s slope analysis), standard score (z-score) [14] and chi
squared tests [28]. However, at the moment, the standard score is selected to calculate
the trending items.

Trending items are displayed by a Moodle’s block plug-in and currently all the data
and calculations are stored in the Moodle’s database. In the future, the recommender
component will store the data and the calculations also will be performed by the recom-
mender module. The plug-in’s architecture is based on strategy pattern used in software
development to make it flexible. Having this flexibility to Moodle’s plug-in brings us ease
in further research and testing of various algorithms in the future. Fig. 6 shows such a
design.
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Recommender 

Component

[Component]Moodle Database

[Container:Database]

-algorithm

Trending Items Plug-in

trending_items

+ get_score()

+ increment()

+ recalculate()
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+ get_score()

+ increment()

+ recalculate()

+ remove()

<<interface>>

algorithm

+ get_score()

+ increment()

+ recalculate()

Manager

+ get_algorithm()

Fig. 6. Design of trending items plug-in and its interaction with recommender component.

The plug-in records the number of clicks for a certain time period. For instance, seven
days. These seven days are called a window. The window is divided into seven panes each
of width of one day. The window then slides each day, removing the last pane and adding
a new pane corresponding to the current day, effectively becoming a sliding window.

Standard score (z-score) indicates how many standard deviations a datum (number
of clicks) is above/below a standard deviation. So by definition, we calculate mean and
standard deviation on the data. We calculate average number of clicks (mean) and stan-
dard deviation by using the data from history panes. Then we calculate the average
z-score of the current panes. This is further illustrated in Fig. 7. Calculating average and
z-scores for all activities/resources of a course takes time. So there is a scheduler task in
the plug-in which is run daily.

Clicks: 120 Clicks: 130 Clicks: 140 Clicks: 125 Clicks: 110 Clicks: 160 Clicks: 137

TodayLast 6th day Day before yesterday

Mean: 128.75 , Standard deviation: 7.3950

Z-Score: -2.53 

Z-Score: 4.22

Z-Score: 1.11

Avg: 0.933 

History panes Current Panes

Fig. 7. Window panes with calculated z-score.

5 Conclusion and Future Work

In this paper we presented an architecture for an LXP built on top of a classic Moodle
LMS. We designed and implemented initial parts of the recommender component and
the initial plugins: a content based recommender plugin for similar learning resources, a
collaborative recommender plugin for trending learning resources, and a rating plugin for
all types of learning resources in the Moodle LMS. Based on the architecture presented,
a separate server was set up for the recommender component and the interfaces to the
productive Moodle server were defined.

For recommending learning materials, we have curated a variety of open educational
resources and extended several courses in Moodle with these resources. We have already
integrated the rating plugin in few courses in summer semester of 2023, and now we are
in the process of collecting feedbacks from the students. Additionally, we are planning to

86



deploy similar items plugin, trending items plugin in the following winter semester and
gather response and feedbacks from the students to further evaluate Moodle as an LXP
platform.

In the next steps, we will implement of various components including hybrid rec-
ommendation systems and filtering modules. Furthermore we plan deeper investigations
of various AI methods and different AI-based recommendation algorithms to support
tailored and personalized learning.
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Abstract. In many industries it is common to support business decisions with

the help of simulation models. Such models can be used to predict the outcome

of a series of decisions. Often, the number of possible options is high, making it

di�cult to identify good candidates for simulation. Optimization models can help

to �nd such candidates. Building optimization models can be an arduous task for

a variety of reasons, such as computational complexity, algorithmic complexity, or

required expertise. Many times, simulation models are readily available.

We propose to use black-box optimization techniques on simulation models to

identify good business decisions. This allows generic optimization strategies to

be applied to simulation models without additional e�ort or knowledge. There

are numerous existing research papers on black box optimization. A traditional

application of such routines is parameter optimization for algorithm tuning, e.g.

solvers for mixed-integer linear programming. In recent years, a major focus has

shifted to automated machine learning. The challenge here is to �nd good hyper-

parameters for machine learning approaches or even to choose the best strategy

automatically.

We sketch di�erent approaches to automated machine learning and how to apply

them on simulation models. To demonstrate the bene�t of our approach, we cre-

ate a use-case for energy optimization in a commercial facility, such as an o�ce

building. Finally, the performance of the di�erent approaches is evaluated in an

experimental study.

1 Introduction

In recent years, improved data availability resulted in demand for better use of the
data collected. Business decision support systems have a long history, often originating
in the �eld of operations research. Both simulation as well as optimization models are
well-established tools to support business decisions. While most applications allow for
custom-tailored, hand-made optimization models, this approach often is too costly to
apply in commercial practice.

In case a simulation model already exists for a concrete application, we propose to
use techniques from the �eld of black-box optimization / automated machine learning in
order to automatically add optimization capabilities to this model. The general work�ow
of our approach can be seen in Figure 1.

The business decisions are included as parameters of the simulation model (visualized
as red boxes) and have to be �xed before starting to simulate. Once those parameters
are determined, the simulation phase starts. This involves one simulation run for a de-
terministic model and a multitude of runs for a stochastic model. After simulating, the
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simulation outcome is evaluated. To that end, an objective function is speci�ed which
models targets like pro�t, cost or throughput.

The black-box optimization routine can interact with the simulation model only by
setting the parameters (specifying the input of the function to be optimized) and reading
the resulting objective value (evaluating the output of the function). In a loop, the
black-box optimization routine iteratively identi�es new promising candidate parameter
sets, triggers the simulation run and reads back the objective value. New promising
candidates are then identi�ed and the loop starts all over. The actual way in which the
next candidates are identi�ed di�ers between the approaches to black-box optimization.
To the best of our knowledge, this approach has not been applied before to business
decision simulation.

Fig. 1. Interaction between simulation and black-box optimization routine.

Related Work. Black-box optimization is a sub-�eld of mathematical optimization
where a function f : D → R is to be numerically optimized without further strong
assumptions on properties of f , in particular without using derivatives. In a typical setup,
the only way to obtain information about f is to evaluate f for a given input value, which
in that context often is painstakingly time-consuming. There exist numerous methods
for black box optimization, an overview can be found in [1]. An important distinction
is between model-free and model-based methods. The �rst class encompasses most of
the common (meta-)heuristics such as random search, evolutionary algorithms, simulated
annealing, hill-climbing, direct search and many more. The common property of the
second class is to build an approximation model of f , called the surrogate. The underlying
assumption here is, that f is somehow smooth (which arguably is an assumption for most
of black-box optimization). Good results are reported for surrogates based on gaussian
processes and random forests.

Automated machine learning (AutoML) (see [2] for an overview) is the task to au-
tomatically identify good hyperparameters for machine learning methods. Many meth-
ods in AutoML do not exploit special knowledge on the technique to be trained and
hence can be seen as a special case of black-box optimization. An important algo-
rithm stemming from this community is SMAC [3]. Many AutoML-methods are readily
available as open-source libraries such as Ray (ray.io), Optuna (optuna.org), SMAC3

(github.com/automl/SMAC3), Scikit-Learn (scikit-learn.org).
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It already is widespread practice to combine operations research with arti�cial intel-
ligence. For a recent survey paper, see [4].

2 Black-Box Optimization for Simulation Models

We consider the following algorithm classes: Stochastic search, local search, grid search, a
genetic algorithm, a simple variant of sequential model-based optimization using random
forests as surrogates and some highly tuned model-based algorithms o�ered as part of the
SMAC3-library (for details see github.com/automl/SMAC3). For each approach (except
grid search) we allow a prede�ned budget of n simulation runs.

2.1 Grid search

For each parameter pi, a set of possible sample points is selected. Grid search is an
exhaustive search over all possible combinations of those sample points.

For discrete parameters, we select all possible values as sample points. For continuous
parameters and a given number of samples per parameter, we select sample points equally
spaced over the entire domain (starting and ending at the domain boundaries).

In many real-world settings, grid search is too slow to apply. However, we use it to
approximate the optimal solution of our use case.

2.2 Stochastic (or random) search

Stochastic search evaluates n random instances for which each parameter has been chosen
uniformly at random in the respective domain. This approach can be used as a baseline
for comparison with other more sophisticated strategies.

2.3 Stochastic local search

Stochastic local search starts with a random instance (selected as in stochastic search) as
an active instance. Then, new instances in a neighborhood around the active instance are
sampled randomly and are subsequently evaluated. If an instance S is found to be better
than the currently active instance, it becomes the new active instance. The approach
stops after n instances have been evaluated.

We apply restarts: If, for some iterations, no improvement has been realized around
the currently active instance, a new active instance is chosen uniformly at random.

We allow the target value to deteriorate: With a certain probability, a worse parameter
set can also become the new active instance.

When sampling from the neighborhood, we proceed as follows: For a continuous pa-
rameter pi with domain [li, ui] we sample from a normal distribution whose mean is the
corresponding parameter value of the active solution and whose variance is 0.1(ui − li).
We clip values to the domain bounds if necessary. When sampling a discrete parameter,
we keep the current value with probability 1 − c and choose a new value uniformly at
random with probability c where c is a tuning parameter.
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2.4 Evolutionary algorithms

The basics of evoluationary algorithms can be found in any introductionary textbook on
the matter. We use the following speci�cs:

� Tournament selection with one elitist individuum in the next generation.
� Crossover: For each parameter pi, the value is chosen uniformly at random from one
of the two parents.

� Mutation uses the neighborhood de�nition of the local search approach: The routine
to mutate an individuum is the same as to randomly identify a new instance in the
neighborhood of the currently active solution.

2.5 Model-based approach using random-forests as surrogates

We use a minimalistic model-based approach:

� Exploration is done only in an introductionary phase. Here, for a number of samples
k, a Sobol sequence [5] is constructed with dimensionality given by the number of
parameters. Afterwards, the actual values of the discrete parameters are obtained by
rounding. Each instance is evaluated by a simulation run.

� The following exploitation phase comprises n − k iterations: At each step, �rst a
random forest is trained on all instances evaluated so far. Features are the respective
parameters. Targets are the corresponding objective values.
Then, a Sobol sequence with 10.000 samples is created as described above. The
random forest is used to estimate the objective value of each sample. The most
promising candidate then is evaluated by a simulation run.

2.6 SMAC3

We test SMAC3 as a representative of a state-of-the-art framework for black-box opti-
mization.

3 Application Scenario

3.1 Overview

As a use case to test the e�ciency of our approach, we model the decisions involved in
managing the energy aspects of a mid-sized o�ce building. These comprise long- and
short-term decisions. The long-term decisions are:

� The building has two roofs on which photovoltaic panels can be installed. Orientation
and inclination of both roofs di�er as does the maximum number of panels that can
be installed. The decision to be taken is, for each roof, the photovoltaic capacity to
build.

� It is possible to invest in energy e�ciency measures, namely more e�cient lighting
and more e�cient ventilation. Exactly one out of four options is to be chosen: Do
not invest, invest only in lighting, invest only in ventilation, invest in lighting and
ventilation.

� A battery energy storage system can be purchased. The power rating of the battery
is �xed. The exact capacity of the system is to be decided.
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� Two contract types are available for electricity procurement: A �at tari� as well as a
tari� depending on the price of the day-ahead market.

The time-granularity of the model is one hour. From an operational point of view, the
following decision must be taken for each hour of the model horizon:

� Should the battery charge, discharge or do nothing (and to which extent)?

Furthermore, the energy demand of the building is modeled. This constitutes the
simulation part of the model:

� The actual power demand of the building is modeled based on historic energy con-
sumption with volatility added.

Annualized cost is given for all investments. The objective is to minimize the expected
energy cost over a given horizon including the annualized investment and the income of
selling power to the grid.

3.2 Detailed Description

The model horizon consists of hourly periods 1, . . . , T . The model incorporates stochastic
elements and hence is simulated n times for a given number n. The model outcome is the
mean energy cost over all simulation runs. The overall model can be broken down into
three parts: Residual load calculation, contract type/tari� choice and the battery model.
All long-term decisions �xed, the former two parts can be calculated independently. Their
outcome is an input to the battery model which decides the operational decisions.

Residual load. An estimate for the future hourly electrical energy demand is given as
input data. We assume that investing in an energy e�ciency measure reduces hourly
demand by a �xed relative value. A jump di�usion process is added to the expected energy
demand to account for the volatility of actual electricity consumption. Finally, expected
solar production is subtracted. To that end, a historic year in the range 2005 to 2016
is chosen uniformly at random. The expected solar power production equals the power
production that the considered number of pv-panels with same location and orientation
would have produced in the same historic range. Residual load is the actual load after
adjusting for the investments in energy e�ciency and expected solar power production.
Please note that residual load can be negative, resulting in excess energy. Residual load
is handed over as input to the battery model.

Grid Tari�. There are two di�erent contract types: Firstly, a �at tari� where the price
kt for buying energy from the grid is equal for all hours t, as is the price vt for selling
energy. Secondly, a �exible tari� where those prices are individual for each hour. We
assume those prices are known for the entire model horizon.

Battery model. The battery is modelled using a mixed-integer linear program. Perfect
foresight over the model horizon is assumed. Battery ageing is not taken into account
(neither cyclic ageing, nor calendar degradation). In�uence of temperature or other en-
vironmental factors are not taken into account. Input values are

� The prices kt and vt for buying/selling energy from/to the grid at hour t.
� The residual load dt at hour t. Positive values mean demand, negative values mean
excess energy.
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� The battery e�ciency η (we assume the same e�ciency for charging and discharging).
� The battery capacity cmax.
� The battery power smax.

Decision variables are

� Amount of energy p+t and p−t bought and sold from and to the grid at hour t,
respectively.

� Amount of energy s+t charged into the battery (before considering e�ciency) at hour
t.

� Amount of energy s−t discharged from the battery (after considering e�ciency) at
hour t.

The resulting linear program is

minimize

T∑

t=1

ktp
+
t − vtp

−
t

subject to

p+t + s−t = dt + p−t + s+t for t = 1, 2, . . . , T (1)
st+1 = st + s+t η − s−t /η for t = 1, 2, . . . , T − 1 (2)

st ≤ cmax for t = 1, 2 . . . , T (3)
s+t ≤ smax · chargingt for t = 1, 2 . . . , T (4)
s−t ≤ smax · dischargingt for t = 1, 2 . . . , T (5)

chargingt + dischargingt ≤ 1 for t = 1, 2 . . . , T (6)
0 ≤ p−t , p

+
t , st, s+t , s−t for t = 1, 2 . . . , T (7)

chargingt, dischargingt ∈ {0, 1} for t = 1, 2 . . . , T

The modeled aspects of each equation are as follows: (1) Equality of supply and de-
mand, (2) state of charge, (3) maximum capacity, (4) indicate charging, (5) indicate
discharging, (Either charge or discharge), (7) non-negativity. Note, that the constraints
to forbid simultaneous charging/discharging are only necessary when energy prices may
be negative.

Potential Enhancements. It is worthwhile to add volatility to the �exible power tari�,
incorporate battery ageing and model the energy demand more detailedly.

4 Experimental Evaluation

We conduct a computational study to assess the quality of the black-box optimization
routines. The problem to be solved is the scenario explained in the last section. All
experiments were performed on a MacBook Air with M1 Processor and 8GB RAM,
running Python 3.8.12. Mixed-integer linear programs were solved with the COIN-OR
Branch-and-Cut Solver (www.coin-or.org).

Grid Search. As the global optimum is unknown, we perform a grid search as a way
to estimate the best possible objective value as well as the variability of the problem.
Discrete decisions (e�ciency investment and contract choice) are considered in their
entirety. For each continuous parameter (installed photovoltaic capacity on each roof,
battery sizing), ten equidistant values were chosen. The required run-time was 16h 26min,
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the best solution found had a target value of 33303. The distribution of all evaluated
parameter choices is as follows:

Performance of the black-box routines. The run-time of all approaches considered was
dominated by the time required for simulation. The overhead for the optimization al-
gorithm itself was negligible, even for the surrogate-based approaches. In this study we
allow a time-budget of 50 simulation runs per approach. Some methods (e.g. the evolu-
tionary strategy) allow for parallel runs, while others (e.g the surrogate-based algorithms)
must be executed sequentially. Counted sequentially, the overall run-time of each strategy
roughly is 1:40 min.

Solution quality of all black-box routines is near-optimal (assuming that the grid-
search is dense enough to make that judgement). The individual best objective values
found are

Grid Search 33303
Stochastic Local Search 33979
Evolutionary Algorithm 34184
SMBO - Random Forest 34217
SMAC3 - Hyperparameter Optimization Facade 34419
SMAC3 - Black Box Facade 34608
Stochastic Search (for comparison) 43037

We interpret the remaining di�erence in the solution quality as random noise rather
than a systematic advantage of one strategy over the other on this problem. All ap-
proaches seem robust enough to �solve� the use case. However, we want to stress that the
performance can be quite application speci�c and may depend on the choice of tuning-
parameters of the algorithm.

Progress Charts. In the following, we show a progress chart for each algorithm: Each
simulation outcome is visualized by a blue dot in the respective graph. The red line
shows the progression of the best objective value found so far during iteration.

Stochastic Search. This algorithm acts as a baseline to compare the other algorithms with.
50 instances are chosen uniformly at random, simulated and evaluated. The approach
ends with a target value of 43037 which is far away from the best known solution.
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Evolutionary Algorithm. Five generations with population size ten. Tournament selec-
tion with one elitist individuum in the next generation. Discrete decisions are mutated
uniformly at random with probability 0.1. Continuous decisions are mutated according
to a normal distribution for which the mean is the current value and the variance is 0.1
times the di�erence between maximum and minimum possible value. Mutated decisions
that lie outside the decisions domain are clipped to the next feasible value.

SMAC3 - Black Box Facade. Default parameters are applied.

SMAC3 - Hyperparameter Optimization Facade. Default parameters are applied.

SMBO - Random Forest. The initial exploration phase uses 15 simulation runs using
a Sobol-design. Each surrogate random forest is evaluated 10.000 times using a Sobol-
design.
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Stochastic Local Search. The probability to accept a worse solution as new incumbent is
0.1. A random restart is performed after 10 consecutive iterations that do not improve the
best solution. The neighborhood is similar to the mutation of the evolutionary algorithm.

5 Conclusion

We proposed to use black-box optimization techniques on simulation models to identify
good business decisions. This is useful in situations where building an optimization model
is too time-consuming or costly, in particular when a simulation model already exists. To
assess the quality of the approach, we conducted a small computational case study. We
modeled the energy procurement of a mid-sized o�ce building, making strategic decisions
such as investment choices and simulating operations over time. The black-box routines
were able to �nd near-optimal solutions demonstrating the e�ciency of the approach. To
the best of our knowledge, the method of automatically adding optimization capability
to existing business decision simulations by using surrogate-based black-box optimization
routines is new.

The obvious drackbacks of this approach are the lack of dual bounds on the cost
function and the limited experimental experience. While the �rst aspect is inherent to
the applied techniques, the experimental knowledge should be extended by adding more
use-cases which we propose as further work on the topic.
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Abstract. This research focuses on Non-Intrusive Load Monitoring (NILM), a
crucial component of energy management, enabling users to effectively monitor
and reduce energy consumption. In a previous work, we developed a hybrid nerual
network with combining 1D Convolutional Neural Networks (1D CNN) and Long
Short-Term Memory networks (LSTM) for disaggregating 11 appliances using the
AMPds2 dataset. Based on this work, we aim to create a generalized model ca-
pable of transferring knowledge gained from one building to others. Promising
results have been achieved through fine-tuning techniques, indicating the model’s
adaptability and effectiveness in diverse settings. Notably, our research breaks new
ground by employing transfer learning for the disaggregation of 10 appliances,
surpassing previous work while maintaining a lower complexity. This study un-
derscores the potential of NILM techniques in energy conservation and establishes
a foundation for scalable, transferable models that can contribute to sustainable
energy.

Keywords: Non-Intrusive Load Monitoring, energy disaggregation, Neural Net-
works, Transfer learning.

1 Introduction

Today’s technologies are playing a pivotal role in addressing the global energy crisis by
reshaping the way we design, construct, and manage buildings, giving rise to the concept
of ”smart buildings”. In response to increasing energy demands, climate change concerns,
and the need for sustainable practices, smart buildings leverage advanced technologies to
optimize energy efficiency and resource utilization. These technologies enable buildings to
dynamically adapt and monitor their heating, cooling, lighting, and power usage, thereby
reducing energy consumption. Smart building technology has emerged as a key concept
in modern urban infrastructure, prioritizing improvements in energy efficiency and sus-
tainability [1]. A key facet of smart building operation involves the ongoing monitoring
of electrical consumption by individual appliances, an aspect that has gained significant
attention in recent years [2]. Through meticulous tracking and analysis of energy usage
patterns within smart buildings, opportunities to address inefficiencies and implement
precise energy-saving measures become evident. Authors in [3] reviewed existing research
about the outcome of continuous and real-time monitoring of contained appliances within
multiple buildings over multiple geographical areas. The results of the mentioned study
demonstrate that appliance monitoring can yield energy savings of up to 23%. Never-
theless, it is imperative to acknowledge that implementing load monitoring in buildings
necessitates the incorporation of additional hardware and resources [2, 4].

Actually, we can avoid the issue of installing more hardware to monitor appliances by
using more sophisticated approaches. These methods involve enhancing the capabilities
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of the primary meter, enabling it to intelligently process total building energy consump-
tion data for the purpose of monitoring individual appliances [2, 4, 5]. This methodology
is commonly referred to as ”Non-Intrusive Load Monitoring” (NILM) which has gained
prominence in the field of energy management and smart building technology [2]. Re-
cent research in NILM primarily focuses on using Machine Learning (ML) algorithms to
address the challenge posed by the unpredictable nature of electrical load behavior [2].
In our previous study [6], we introduced a new neural network design to separate indi-
vidual appliance signals from a main meter reading using a publicly available dataset.
However, there is a common limitation with these solutions, generalizability was not ver-
ified across various buildings [5]. This issue arises because training ML models demands
extensive datasets [5], which often means installing sub-meters for an extended period.
Consequently, the main goal of our research is to test the applicability of our previous
findings on a different dataset.

2 Non-Intrusive Load Monitoring (NILM) with Machine
Learning

2.1 Overview and motivation

Non-Intrusive Load Monitoring (NILM), also known as energy disaggregation, is a tech-
nique used in the field of energy monitoring and management [4]. It involves the process
of extracting detailed information about the individual appliances and devices within a
building when there is only one meter measuring the total energy consumption for the
entire building. This is modeled using equation (1) [4, 5]. In this scenario, NILM relies
solely on the total power consumption signal, which is the aggregate power consumption
of all appliances and devices operating within the building. By analyzing the unique elec-
trical signatures and patterns associated with various appliances, NILM algorithms can
identify when specific appliances are in use and estimate their power consumption. This
enables users to gain insights into the energy usage of individual devices without the
need for additional meters or sensors on each appliance, making it a non-intrusive and
cost-effective method for monitoring and managing energy consumption in buildings.
The total power consumption P (t) is the sum of the unknown individual appliances’
consumption pi(t) among N appliances and a measurement error ε(t) [7]:

P (t) =
N∑

i=1

pi(t) + ε(t) (1)

Due to the inherent complexity of the problem, the inverse aggregation operation, par-
ticularly in cases where individual appliance consumptions are unknown and appliance
behaviour is non-deterministic, poses a significant challenge. Traditional and straight-
forward algorithms may struggle to effectively disaggregate the aggregate signal under
these conditions. Consequently, there has been a growing interest among scientists in em-
ploying ML algorithms to tackle this demanding task. ML offers a promising approach
because it can adapt and learn from data, making it well-suited for capturing various
appliances’ diverse and often non-linear behaviours [2].

ML approaches for NILM are typically categorized into two primary domains: On/off
detection (classification) and instantaneous consumption estimation (regression) [2, 8].
Our particular focus lies within the regression perspective. Among the array of ML algo-
rithms proposed for this purpose, Markov models stand out as a noteworthy choice [2, 9].
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Markov models possess the capability to autonomously discern and adapt to temporal
dependencies within the data. Consequently, they hold significant promise in effectively
addressing the challenges associated with load disaggregation [2, 9]. On the other hand,
Artificial Neural Networks (ANNs) play a prominent role in NILM disaggregation [2, 5].
This involvement spans various types of ANNs, ranging from the foundational feedfor-
ward ANN to more advanced architectures like Convolutional Neural Networks (CNNs)
and context-aware models such as Long Short-Term Memory (LSTM) networks [2]. We

Fig. 1. Proposed multi-target disaggregation neural network [6]

have recently developed a new training scheme for disaggregating energy signals [6] us-
ing neural networks. Our approach consists of using a hybrid dual-channel deep neural
network. We used 1D CNN along with LSTM layers to disaggregate 11 appliances in a
Multi-Target Regression (MTR) framework with a sampling period of 60 seconds. The
learning architecture is represented by Figure 1 [6]. Our method resulted in a disaggrega-
tion accuracy of 93.27% and a Normalized Root Mean Squared Error (NRMSE) of 0.19
[6]. Furthermore, our model performed better than previous works [6] using the AMPds2
dataset [10] which a reference low-frequency dataset. Nonetheless, a significant limita-
tion of the majority of existing studies is their absence to assess the transferability and
generalizability of the developed models to different households [5, 11]. In simpler terms,
these studies often train and test their models using data from a single specific building,
without considering how well the models might perform in other buildings.

2.2 NILM and transfer learning

In the context of this study, the authors in [5] introduced two distinct methodologies
for addressing the concept of transfer learning on a mono-target regression basis for
5 appliances: Model-Agnostic Meta-Learning (MAML) and ensemble learning. In the
MAML approach, a singular neural network undergoes pretraining on a meta-dataset
and subsequently experiences fine-tuning when exposed to a new dataset. Conversely,
in the ensemble approach detailed by the authors in [5], a network is structured as
an ensemble of numerous sub-networks, each trained on distinct datasets. The work
presented in [11] introduced a fine-tuning procedure using a pure 1D CNN within the
framework of multi-target regression, utilizing four publicly available datasets. In these
experiments, the number of disaggregated appliances is between 3 and 6. In their study
detailed in [12], researchers examined the direct application of pre-trained models to
alternate datasets without the need for fine-tuning or additional learning. This evaluation
was conducted on three distinct appliances: A microwave, a dishwasher, and a fridge. The
study introduced two distinct neural architectures for this purpose, a 1D CNN based
architecture and another one consisting of a hybrid network incorporating both 1D CNN
and bidirectional Gated Recurrent Units (GRU). Commonly, the mentioned studies [5,
11, 12] have presented intriguing results while encountering certain challenges during the

101



transfer process. Additionally, the sampling period is the same (around 8 seconds). Lastly,
a significant commonality among these studies is the transfer of knowledge to identical
appliances, with each output corresponding to the same set of appliances.

Drawing inspiration from prior research and the concept of developing a versatile
model, our objectives, using the best model obtained from [6], are as follows:

– To assess the adaptability of our trained model, as documented in [6], when applied to
alternative datasets characterized by a notably low sampling frequency of 60 seconds.

– To expand the scope of appliance disaggregation to include a larger number of ap-
pliances, exceeding six in total.

– To introduce previously unconsidered (new) appliances into our model.

3 Investigation learning transferability for NILM

The intriguing aspect of transfer learning lies in its ability to enable a pre-trained model
to generalize and perform a similar task on different data sources, requiring significantly
less data and time [13]. Nevertheless, this necessitates pre-trained models that have been
trained on very large multi-source datasets to ensure their optimal performance. To
apply this concept to our specific task, we can easily fine-tune a pre-trained model to
disaggregate appliance electrical consumption with just a few days of monitoring using
plug meters.

In this section, we conduct our experiments and perform fine-tuning on the model
originally obtained in [6], but this time we apply it to a different dataset. We utilize the
same development environment as described in [6]. We recreate the identical network
architecture from the previous work and import the parameters obtained in [6], subse-
quently initiating the fine-tuning process. Notably, we have switched the optimization
algorithm from Adamax to Root Mean Square propagation (RMSprop) [14] which is an
optimization algorithm that adapts the learning rates for each parameter during training
to improve convergence.

3.1 DB description

Our initial research was conducted using the AMPds2 dataset, officially known as ’The
Almanac of Minutely Power dataset 2 (AMPds2) [6, 10]. This dataset is publicly avail-
able and comprises two years of aggregated power consumption and load monitoring data
collected from a household located in Canada [10]. It includes data from 20 different ap-
pliances, all sampled at a 60-second interval. We find this dataset particularly noteworthy
due to its unique characteristic of low-frequency sampling and large number of monitored
appliances [10]. In the other hand, the Electricity Consumption and Occupancy (ECO)
dataset comprises appliance load measurements from six buildings over an eight-month
period in Switzerland [15]. These measurements encompass current, voltage, and phase
shift data from the three phases, sampled at a one-second frequency [15]. We prepro-
cessed the dataset and calculated the real and reactive power, and then sub-sampled the
whole set from 1 second to 60 seconds. Among the six houses we selected the second
house because it contains more monitored loads than the others. Table 1 represents the
most important characteristics of the used datasets. Note that we didn’t consider the
stove appliance from ECO dataset because of short monitoring duration. Figure 2 shows
a heat map of appliances utilization over 244 days.
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Table 1. Description and comparaison of major features for AMPds2 and ECO datasets

AMPds2 ECO (house2)

Electrical distribution sys-
tem

Single phase Three Phases

Sampling period T=60s T=1s

Duration 2 years 244 days

Number of selected appli-
ances

11/20 10/11

List of selected appliances Basement, clothes washer,
clothes dryer, dishwasher,
fridge, furnace, heat pump,
home office, wall oven, tele-
vision, and hot water

Dishwasher (DWR), air
exhaust (AXT), fridge
(FRG), kettle (KTL),
freezer (FRZ), television
(TLV), tablet (TBL), enter-
tainment (ENT), and lamp
(LMP)

Selected features Active and reactive powers Active and reactive powers

Maximum active power (P) 11,706.0 watts 5,968.6 watts

Minimum active power (P) 0.0 Watts 0.0 Watts

Mean active power (P) 860.3 Watts 210.4 Watts

Standard deviation of active
power (P)

826.7 watts 330.3 watts

3.2 Tests and results

We retrained the original model on the original dataset AMPds2 without considering
the current (I) because ECO consists of a three-phase system. The results are almost
the same with a tiny degradation of around 1%. Then we cloned the resulted model and
fine tuned it using a learning rate of 5× 10−5 using 50 epochs. We considered randomly
20% of our data as training set and another 20% for testing. The Mean Absolute Error
(MAE) in equation (2) was chosen to be both a metric to calculate the error and a
loss function for the RMSprop optimizer. Along with MAE, we use the Desegregation
Accuracy (DA) which indicates how well the model fit the ground truth (equation (3)).
Note that N refers to the number of appliances, L is the length of the signal in samples,
yji represents the jth sample that belongs to the ith appliance for the real values. ŷ refers
to the estimated consumption with the same logic as for y.

MAE =
1

N × L

N∑

i=1

L−1∑

j=0

∣∣∣yji − ŷji

∣∣∣ (2)

DA(%) = 100 ×


1 −

∑N
i=1

∑L−1
j=0

∣∣∣yji − ŷji

∣∣∣
∑N

i=1

∑L−1
j=0 yji


 (3)

In order to investigate our results, we trained another model which has the same archi-
tecture but with randomly initialized parameters (weights and biases). Table 2 represents
the results for the training of both models: Pre-trained model on AMPds2 (Fine-tuned)
and the randomly initialized model (Trained). The columns titles represents the abbrevi-
ations of the chosen appliances and the last column is the overall performance. In Figure
3, we can visualize different disaggregation scenarios for three appliances from the test
set: fridge, dishwasher, television, entertainment, lamp, and kettle. The area filled in grey
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Fig. 2. Appliances’ use rate over all monitored days

represents the total household consumption (main meter), the blue dashed line shows the
actual consumption for these appliances (ground truth), the green line represents the dis-
aggregation results from the fine-tuned model, and the red line shows the outcomes from
the trained model.

4 Discussion and comparison with related works

In general, when we look at the results presented in Table 2 and Figure 3, we can see
that the fine-tuned model performs much better than the model trained with random
parameters. The fine-tuned model has an overall DA of 87.02% and a mean MAE of 5.56
Watts, whereas the randomly trained model has a DA of 82.58%. The most significant
improvement is seen in the dishwasher appliance category. For the fine-tuned model, the
DA for dishwashers is 79.67%, while the trained model only achieves a DA of 49.77%.
This difference can be explained by the fact that the pre-trained model was exposed to
the AMPds2 dataset, which contains more information about dishwasher usage compared

Table 2. Results of both models on the test set from ECO (fine-tuned trained on AMPds2 and
fine tuned on ECO)

model DWR AXT FRG KTL FRZ TLV TBL ENT LMP STR ALL

M
A

E Fine-tuned 6.55 1.01 7.70 6.25 5.95 5.40 1.32 8.39 9.23 3.83 5.56
Trained 16.1 1.43 8.34 6.18 7.67 8.25 1.13 11.60 9.96 3.95 7.47

D
A

Fine-tuned 79.67 43.54 82.91 47.09 87.78 93.40 40.35 92.68 83.88 88.37 87.02
Trained 49.77 20.08 81.48 48.48 84.27 89.83 49.20 89.88 82.6 87.99 82.58
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Fig. 3. Disaggregation performance of both models on the test set with respect to the aggregated
signal and the real values (refereed to as ground truth)

to the ECO dataset. This exposure allowed the pre-trained model to generalize better,
while the trained model struggled to accurately separate dishwasher usage from other
appliances. Figure 2 proves our point of view on how this appliance was rarely used.

The datasets have other common appliances, namely the fridge and television. When
comparing accuracy, the fine-tuned model performed better, especially for the television
appliance, showing a notable increase of approximately 4% in accuracy. However, the
fridge appliance’s performance was quite similar for both models, with a slight advantage
of 1.5% in favour of the fine-tuned model. This result can be attributed to the fact that
the Fridge appliance is typically running continuously as we can see in Figure 2, allowing
the trained model, even with limited data, to effectively disaggregate this appliance. We
have observed intriguing outcomes regarding the entertainment appliance, where the fine-
tuned model demonstrated superior disaggregation performance compared to the trained
model. Interestingly, even though the exact appliance was absent in the AMPds2 dataset,
the home office appliance consumption is much similar to the entertainment appliance.
The freezer consumption signature is very similar to the fridge appliance which explains
the good performance.

For the remaining appliances, the fine-tuned model consistently outperformed the
trained model, except for two appliances: tablet and kettle. Regrettably, both models
struggled to effectively disaggregate these two appliances. It is noteworthy that the tablet
and kettle appliances were not included in the AMPds2 dataset and their use was rare
(Figure 2), which consequently led to the pre-trained model’s failure in accurately disag-
gregating them.
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Table 3. Comparison of our work with related works

Work Sampling
period

Target Number of
appliances

Input width Number of
datasets

Transfer
method

[5] 8s mono-target 5 99 2 fine-tuning

[11] 6s multi-target 3-7 599 3 fine-tuning

[12] 8s mono-target 3 variant 3 direct-test

Our 60s multi-target 10 30 2 fine-tuning

Let us now examine the output performances of both models, as depicted in Figure
3. In the left column, we observe the appliances common to both datasets. Notably, for
the dishwasher appliance, the trained model exhibited complete inability to detect it,
while the fine-tuned model achieved a partial fit to the actual consumption pattern, as
reflected in the accuracy values reported in Table 2. Across the remaining examples, it
becomes evident that the fine-tuned model consistently outperforms the trained version
by providing a closer match to the ground truth a lower error. Finally, a comparative
analysis is conducted to assess the intricacy of our research, the extent of disaggregated
appliances considered, and whether the transfer necessitates fine-tuning or can be directly
tested. The evaluation of complexity encompasses several critical facets, namely the width
of the input window, the choice between multi or mono-target disaggregation, and the
sampling period. Based on the information on Table 3, we notice that our method is
less complex with a very high sampling period (60s) instead of 8s or 6s [5, 11, 12] with
a window of 30 samples only. Our model is a multi-target meaning that we need only
one model to disaggregate all appliances simultaneously. The limitation of our work is
the number of used datasets where we trained our model on AMPds2 and fine-tuned it
on ECO, the final limitation is that we still need fine-tuning meaning we still need some
supervised data to apply our task.

5 Conclusion

In conclusion, our research has demonstrated the potential and effectiveness of transfer
learning in the context of Non-Intrusive Load Monitoring (NILM). By training a model
on the AMPds2 dataset and then transferring this knowledge to the ECO dataset, we
achieved remarkable results. Notably, we successfully disaggregated 10 appliances more
than any previous multi-target work, achieving an impressive 87.02% accuracy using
just 20% of the dataset for training. Comparing our transfer learning approach to a
model with randomly initialized parameters, which achieved an accuracy of 82.53%,
underscores the significance of pre-trained knowledge in NILM tasks. While our results
are promising, there remains room for improvement in the original model to enhance
accuracy even further. Our overarching goal is to create a highly generalized model that
requires minimal fine-tuning, making it adaptable to a wide range of scenarios. This
entails harnessing larger and more diverse datasets to further advance the field of NILM
and contribute to energy conservation efforts.
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Abstract. In power grid systems, Power Quality (PQ) disturbances affect man-
ufacturing process, cause malfunction of equipment and induce economic losses.
This paper presents ten new features to identify PQ disturbances such as voltage
sag, swell, interruption, harmonics and combined defaults. At first, Hilbert Trans-
form (HT) and Phase Locked Loops (PLL) techniques are applied to estimate the
frequency and phase of harmonic components of voltage signals in real time. Then
new descriptors, i.e., features, based on Time-Frequency (TF) representations are
used. These TF features are obtained from the Rényi and Shannon entropy ob-
tained with the Short-Time Fourier Transform (STFT), the Stockwell Transform
(ST) and the Optimized Stockwell Transform (OST). In order to evaluate the
proposed TF descriptors, machine learning algorithms are applied to effectively
discriminate the different types of disturbances. Classification results show an
accuracy of more than 99.4% even in 5 dB SNR high-noise condition.

Keywords: Power quality, power grid failure, time-frequency feature, classifica-
tion, machine learning.

1 Introduction

In power distribution grids non-linear loads introduce current harmonics and voltage
disturbances that affect the performance of other loads [1]. On another side, large pene-
tration of renewable power generation into the existing power grid injects the inevitable
issues related to the Power Quality (PQ) [2]. Therefore, it is very important to detect
and eliminate the power quality disturbances and failures in order to reach and maintain
quality power. So, one of the important issues in PQ problems is to detect and identify
disturbance waveforms automatically in an efficient and fast manner. PQ monitoring
considers four calculations as it is represented by Figure 1: The phase angle detection,
fundamental frequency estimation, amplitude estimation, and frequency content analysis.

There are several techniques for detecting or identifying PQ disturbances [3]: Meth-
ods for analysing PQ parameters, filtering methods and Fourier analysis techniques. The
most widely adopted approach in signal processing is the spectral analysis using Fourier
analysis. This technique is tremendous for analysing stationary signal because the char-
acteristics of the signal do not change with time, but it is unfavourable for non-stationary
signals because of its inadequacy in tracking the changes in the magnitude, frequency
or phase. The Time-Frequency representation (TF) can be provided by methods like the
Stockwell Transform (ST), the Hilbert-Haung Transform (HHT) or either the Wavelet
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Transforms [4]. The TF representation gives the energy distribution of a signal according
to two variables, the time and the frequency.

This paper uses the TF analysis for characterizing non-stationary electrical signals and
detecting PQ disturbances. This means that PQ disturbances are characterized by ten
features in the TF domain. The new relevant parameters allows then to apply Machine
Learning (ML) algorithms for classifying PQ failures. PQ disturbance classification is
achieved by using ML algorithms such as the K-Nearest Neighbors (K-NN), the Random
Forest (RF), and the Support Vector Machine (SVM). These algorithms are trained on
the ten selected TF-features extracted from the grid voltage system.

Fig. 1. General overview of power quality monitoring and analysis

2 Time-frequency domain for the evaluation of the power
quality

2.1 Context of power quality

The term power quality may be defined as a wide variety of electromagnetic phenomena
that characterize the voltage and current at a given time and location in the power system.
Voltage swell, sag, flicker, notch, harmonics, interruptions, oscillatory transient and their
combinations are some of the common PQ events [1]. Traditionally, the conventional
methods to address PQ analysis issues lead to the main descriptors that are the Power
Factor (PF), the Total Harmonic Distortion (THD) and the unbalance:

– The PF is the ratio between the active power and the reactive power and is expressed
by the cosφ. This means that if cosφ = 1, then there is no reactive power flow and
the phase angle between the voltage and current is zero.

– The THD is often used to define the degree of harmonic content in an alternating
signal. The THD is the ratio of the square root of the sum of all harmonic components
except fundamental to the fundamental component. For a signal, the term THD
represents the percentage of distortion from its fundamental wave shape. Harmonics
for example are more present on the current.

– In a three phase power grid, the voltage unbalance is a condition in which the three-
phase voltages differ in amplitude or are displaced from their normal 120° phase
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relationship, or both. The degree of unbalance is usually defined by the ratio of the
negative sequence voltage component to the positive sequence component. In power
grids with high penetration of solar PV generators, they are typically not allocated
equally between the three phases.

Theses indicators are simple PQ descriptors and are not representative of the quality
of the waveforms of a power supply system, i.e., the voltage and the current. In other
words, they are not able to distinguish the previously listed common PQ events, i.e., they
are not able to calculate the parameters of the waveforms.

These events occur on the voltage or on the current signals and affect their waveforms.
In this study, the objective is not to calculate the parameters of the waveforms but to
identify the PQ events. Our choice consists in using TF-descriptors because they are
able to handle non-stationary signals which are more common rather than stationary
signals and to take into account frequencies variations over time which is very relevant
to discriminate PQ faults [5].

2.2 System modelling and fault description

In this study, the power grid is defined by the two following signals:

u(kTs) = U sin(2πfkTs + p) (1)

i(kTs) = I sin(2πfkTs + p+ θ) (2)

where u(t) and i(t) are respectively the voltage and the current of amplitude U and I.
f is the fundamental frequency (ω = 2πf), p is the phase angle and θ is the phase angle
between the voltage and the current. Ts represents the sampling period and k is the time
index or the iteration because the power system is considered as a full discrete system.

Voltage and current waveforms which are supposed to be a periodic (sinusoidal) wave-
forms may contain PQ event/events. This paper classifies 10 different situations of the
PQ. These are the standard and pure waveform (C0) corresponding to (1) or (2), and 9
conditions with the voltage with PQ disturbances like sag (C1), swell (C2), interruption
(C3), sag + harmonic 3 (C4), sag + harmonic 3 + harmonic 5 (C5), swell + harmonic
3 (C6), swell + harmonic 3 + harmonic 5 (C7), harmonic 3 (C8), and harmonic 3 +
harmonic 5 (C9). The PQ events are fully formalized by mathematical expressions in
Table 1. These situations of the PQ are refered as classes Ci with i = 0...9 and where
the considered signal is xi(kTs) with h(kTs, τ) the Heaviside step function defined as (T
is an instant):

h(kTs, τ) =

{
1 if kTs ≥ τ

0 if kTs < τ
(3)

In the following, all the developments and proposed methods can indifferently handle
the voltage or the current measured on the power grid.

2.3 Proposed TF features

A complete detection and classification scheme of the PQ disturbances is proposed. An
overview of this scheme is represented by Figure 2. The following three main steps are
considered: A - the detection processing, B - the TF-feature extraction processing, and
C - the classification processing.
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Fig. 2. Proposed workflow for the detection and classification of power quality disturbances

A) In the detection processing, with a signal measure x from the grid, the following
values are calculated by the detection block: e, ∆f and ∂θ depend on the time. They
are:

e = sin(θ − θ̂) ≈ θ − θ̂, (4)

∆f = f − f̂ , (5)

∂θ(kTs, f̂) =
∂Φw

x (kTs, f̂)

∂kTs
. (6)

where

– e which represents the phase angle deviation;
– ∆f which is the instantaneous frequency deviation compared to the constant fre-

quency;
– f̂ is the estimated frequency and θ̂ the estimated phase angle at instant k; This can

be achieved in real-time by PLL techniques [6] or more sophisticated techniques or
signal processing tools like the Hilbert Transform (HT) and the Stockwell Transform
(ST);

– ∂θ̂(kTs, f̂) is the estimated value of the instantanneous phase with respect to time;
– w(kTs) is the sliding Gaussian widow.

The segmentation steps consists in estimating instants t1 and t2, i.e., in calculating
t̂1 = k1Ts and t̂2 = k2Ts in order to robustify the TF features. Indeed, t̂1 represents
the start time and t̂2 represents the end time of the event. This allows to handle high
quality descriptors in the TF-frame. They are thus relevant and significant in the TF
frame even in the case of non-stationary signals measured from the power grid. New
and recent techniques have been developed to exceed system performance traditional, in
terms of image quality, size, weight, energy consumption [7].

B) The ”TF Transformation” uses TF-methods like the ST, the Short-Time Fourier
Transform (STFT), or the Optimized Stockwell Transform (OST). These methods out-

puts Su(kTs, f̂) which is the TF representation of the signal u at a given instant [8]. It
is a n×m matrix that contains the frequency content of the signal over the last period
of time.
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The ”Feature Extraction” block consists in using Su(t, f) from whom t̂1 and t̂2 serves
to trigger the calculation of ten TF-descriptors. These ten TF-descriptors are called
features Fi (with i = 1...10) and are:

– F1 = Nf(t) is the number of components as a function of time. Unlike conventional
features designed to evaluate harmonic distortion such as the Total Harmonic Distor-
tion (THD), F1 aims to track the number of harmonics and allows to know precisely
when any harmonic component may appear or disappear.

– F2 = SER is the Shannon entropy ratio obtained by the STFT.
– F3 = CM is the energy concentration obtained by the STFT, it is a statistical

measurement to assess the quality of time-frequency representation. It is often used
to evaluate the degree of energy dispersion around the instantaneous signal frequency
in the time-frequency plane.

– F4, F5 and F6 are transient features based on the Shannon energy. They characterize
the shape of the transient signals at specific frequencies, i.e., 60, 180 and 300 Hz.

– F7, F8, F9 and F10 are the parameters that control the OST’s Gaussian window.
They are obtained by maximizing the energy concentration F3 [7].

Obviously, some of these TF-descriptors have already been used in the literature to
describe the PQ disturbances. The new TF-descriptors that have been introduced in this
study to enhance the significativity of the PQ under non-stationary conditions are F1

and F2 [9].
C) The classification processing will be detailed in the next section. It is based on

three ML techniques that only take into account the 10 features.

3 TF-failures classification with machine learning techniques

The sources of distortion in waveforms are present at generation, transmission and distri-
bution parts of the power grid. For better processing and identification of the PQ events,
features are extracted from the raw signal. The feature set extracted is used as an input
to the classifier system which classifies the disturbance. Traditional PQ disturbance clas-
sification methods are susceptible to noise interference, transients, time-varying events,
feature selection and feature quality. The quality of the feature, also referred as veracity,
is related to accuracy, biases, noise, and abnormality in signals. Therefore classification
of the PQ disturbances requires advanced algorithms such as Artificial Neural Networks
(ANN) and other ML techniques [14–18].

This paper proposes a PQ disturbance classification based on algorithms such as the
K-Nearest Neighbors (K-NN), the Random Forest (RF), and the Support Vector Machine
(SVM). They have been chosen because of their simplicity. If the features are relevant,
the classification problem can be simplified. These algorithms are trained on the ten
TF-features Fi previously defined. The PQ classification consists in recovering the class
Ĉi that characterises waveform distortions and deviations from the ideal sine wave. The
waveform patterns are the ones expressed by signals xi(kTs) corresponding to a class Ci

of a PQ event or a specific distortion of the pure sine waveform.

3.1 Dataset description

The sampling rate is Ts = 1 ms (fs = 1 kHz) and without any loss of generality f =
1/T =60 Hz. The amplitude of the pure sine wave is chosen as A = 1. A total of 1000
PQ events have been generated with 100 different signals for each of the 10 Ci classes.
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For each class, the numerical values of parameter α have been uniformly chosen between
the limits given in Table 1. The duration of the signals is 1 second and the duration
of the failure (PQ event) within a signal has a duration of 80 µs. For each situations
T ≤ T1 ≤ T2 ≤ 9T and T ≤ T2 − T1 ≤ 9T i.e., 0.016667 ≤ T2 − T1 ≤ 0.1500 seconds.
Each PQ situation related to the classes Ci has been generated 100 times with different
levels of Gaussian noise: No noise, 20 dB and 5 dB noises.

Then, the features are calculated for all the signals with the tree methods (STFT,
ST and OSTO). These data represents a database composed of 300 000 data. for the
learning process of the ML algorithms and 75% of the data has been randomly selected
and used for training the algorithms and 25% for the tests.

3.2 Design of the ML classifiers

The K-NN is one of the simplest of classification algorithms that is often used as a
benchmark for more complex classifiers. It is a supervised learning that does not make
any assumptions on the underlying data distribution.The K-NN has been implemented
with the Euclidean distance as the distance metric in the multidimensional feature space
and a neighbourhood sizeK = 1. The numerical value ofK has been obtained by applying
a cross validation over the data.

The RF is made up of multiple decision trees which are common supervised learning
algorithms. Their predictions are aggregated to identify the most popular result. It is an
ensemble method. The implementation of the RF uses the following configuration: It is
composed of 30 Bagged Trees with a maximum number of splits of 1025.

SVM works by mapping data to a high-dimensional feature space so that data points
can be categorized, even when the data are not otherwise linearly separable. A separa-
tor between the categories is found, then the data are transformed in such a way that
the separator could be drawn as a hyperplane. The mathematical function used for the
transformation is known as the kernel function. The SVM has been designed with the
followings: The Kernel function is Gaussian with a scale of 0.79, a box constraint level
of 1 and all the data are normalized.

4 Evaluation of the PQ event classification and results

All the calculation and simulation have been conducted by using the Matlab environment.
A primary result is presented in Figure 3 where two signals are mapped in the two
dimensional TF-space by using the three methods previously described: STFT, ST and
OST. It can be seen that for the disturbed signals, with only a sag, and with a sag with
additional harmonic components of rank 3 and 5, that it relatively easy to detect the
start and end times of the fault. From here, t̂1 and t̂2 are estimated from the image,
i.e., energy represented in the TF-space. Once these instants have been determined, the
10 TF-descriptors Fi can be calculated. One can also see for example, that during the
period (between t̂1 and t̂2) the presence of 2 higher-order harmonics in the second signal
(i.e., F̂1 = 3).

Figure 4 shows the resulting classification in the 2-dimensional frame of F̂1 vs F̂2 for
the three types of signals: Without noise, with a 20 dB noise and with a 5 dB noise. F̂1

and F̂2 are obtained with the OST method. Each dot represents a PQ event and its class
is color-coded. The extracted features separate all the classes successfully. It can be seen
that it is more difficult to separates the classes of PQ events in noisy signals. Without
noise, classes can be well separated event with simple ML techniques. However, one must
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Fig. 3. TF-analysis of a signal with sag (left) and a signal with sag but also disturbed by
harmonic components of rank 3 and 5 (right)
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                                    a) Original dataset  

      b) signals without noise               c) signals with 20 dB noise            d) signals with 5 dB noise

Fig. 4. Representation of the classified PQ events in the F̂1F̂2-frame with different levels of noise
by using the OST method
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Fig. 5. Overview of the PQ events classification performance

remain that the classification was achieved in a 10-dimensional space, it is thus not easy
to see the decision boundaries of all the classes.

Finally, a complete analysis of the PQ events classification performance is presented
by Figure 5. Results show the ML-classification performances by taking into account only
the 3 first, 4 first, 6 first or all the 10 F̂i features by using the 3 different TF methods.
The RF algorithm leads to a classification rate higher than 99,4% in each situations
of PQ disturbances and noise. K-NN and SVM algorithms reaches a classification rate
higher than 97% under the same test conditions with 10 features. In some situation,
the classification accuracy is 100%. This is the case when the SNR is high. It can be
concluded that the proposed descriptors are able for effectively discriminate the different
types of disturbances even in the presence of noise.

5 Conclusions

The issue of power quality in the power system is of great importance for the smooth and
long-lasting operation of the electrical devices. It is very important to detect and elimi-
nate the power quality disturbances in order to obtain quality power. This paper presents
a work to evaluate the classification of PQ events in realistic power distribution systems.
The goal consists in handling non-stationary disturbed signals which are ubiquitous in a
large number of power grids. Ten time-frequency descriptors have been proposed by using
three different time-frequency methods: The Short-Time Fourier Transform (STFT), the
Stockwell Transform (ST) and the Optimized Stockwell Transform (OST). Once calcu-
lated, the ten are gathered to serves as inputs to different machine learning techniques in
order to identify and classify the PQ events even under noise conditions. For this, simple
machine learning techniques have been used and evaluated. Indeed, three classifiers, such
as K-Nearest Neighbors (K-NN), Support Vector Machine (SVM), and Random Forest
(RF) are utilized to recognize the PQ events categories. The results showed that the
time-frequency features are relevant to estimate physics-related meaningful parameters
of the noisy and non-stationary signals and thus to better understand the origin of the
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failures. Furthermore, the complete approach is new and effective in classifying with a
high accuracy different varieties of PQ events occurring in power grids.
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Abstract. Data generation plays an increasingly important and crucial role in training 
artificial intelligence (AI) models. Focusing on the field of 3D computed tomography, for 
example, there is often a lack of available data. To address this problem, we propose an AI-
based solution to generate training data by adding artificial defects to CT data. Our method 
enables the generation of large amounts of realistic defect-laden parts that can be used as 
training data for AI applications. By automating the process and adjusting the parameters, 
we can generate different defect types and distributions. To evaluate the generated results, 
this work trains a segmentation AI and applies it to unseen real-world data. This approach 
closes the gap in the availability of training data and enables the industry to use AI 
technology effectively. 

Keywords: Data Generation, Sparse Data, Artificial Intelligence, Deep Learning, Industrial 
Computed Tomography, Defect Analysis, Autoencoder, 3D Segmentation 

1 Introduction 

In the realm of technological innovation, Artificial Intelligence (AI) and Deep Learning (DL) 
have emerged as transformative forces. However, their voracious appetite for data presents a 
formidable challenge that spans across diverse applications. Our focus centers on addressing this 
challenge within the domain of industrial computed tomography (CT) data analysis, where data 
scarcity has long hindered progress. This paper introduces an AI data-driven pipeline that 
leverages a single CT scan of an industrial additively manufactured metal component containing 
internal defects as its foundational data source. This pipeline comprises a sequence of steps, each 
crucial for reshaping the landscape of data-driven AI applications. 
 
This research represents an important contribution in the domain of data provision for AI and 
DL applications, offering a novel solution to the persistent challenge of data scarcity. Our ability 
to generate diverse data from minimal inputs has the potential to improve significantly industrial 
CT data analysis and numerous other fields reliant on data-intensive AI models. One of the most 
challenging one is 3D-CT-Data 
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2 Related work 

The current state of synthetic data generation research encompasses three major approaches: 
algorithmic data generation, simulation, and AI-based methods. It involves a diverse array of 
techniques and algorithms. Classical algorithmic data generation relies on randomness as its core 
principle. In this case, the data can be generated directly by algorithmic rules that are fed with 
random numbers to increase variation [1]. The ranges of random number generation must be 
parameterized for this purpose. For this, a deep understanding of the characteristics of the target 
data is necessary to set up and parameterize the corresponding rules. Depending on the 
complexity of the data to be generated, in this work industrial CT data, an algorithmic generation 
can become very complex, which can affect the realism as well as the variance of the data. 
Another way of generating data is simulation [2, 3]. Here, the real generation process is digitally 
recreated. Depending on the effort and the application, a simulation can provide real data close 
to reality. In combination with a controllable random generator, a lot of variant data can be 
generated. This generation can be used for industrial CT data. With the use of deep learning (DL) 
techniques, in particular autoencoders (AE) [4] and generative adversarial networks (GAN) [5], 
which can be used in many different applications. Generative networks are mainly used to 
generate data [6–11]. Compared to previous methods, DL has the advantage that artificial neural 
networks (ANN) can learn what the data should look like by using training data. The choice of 
training data is important. They should be sufficiently numerous and reflect all necessary real 
features as well as possible through their variance. In this way, good training conditions can be 
created in which the ANN learns the patterns and structures of the training data and can thus 
generate new data. Our approach of an AI-based generation of industrial CT data including 
defects is described below in this paper. The state of the art in data generation is an ever-evolving 
field of research. The field is constantly evolving and expanding, particularly with the advent of 
artificial intelligence methods and the data they require. The choice of a suitable data generation 
method depends on the application, the required know-how and the available hardware. 
 
The landscape of segmentation in recent years has witnessed a significant transformation. 
Traditional methods, while still relevant in many applications, are progressively giving way to 
AI-driven approaches. Among these classic techniques is thresholding, which relies on variations 
in image intensity to isolate features within a specified intensity range. Its effectiveness hinges 
on features having distinct intensity values. When other features share the same intensity range, 
thresholding becomes incapable of distinguishing between them. For scenarios where features 
vary over time and require contextual information for recognition, conventional algorithmic 
techniques, such as edge detection, exhibit limitations due to their rigid rules. Deep Learning 
(DL) emerges as a game-changer in such situations. Through training ANNs acquire the ability 
to discern features within their natural context. When the circumstances change, the ANNs 
benefit from their ability to abstract and are still able to recognize the desired features. Important 
ANN architectures for segmentation are UNet [12, 13] based architectures. The basis of these 
architectures is their U-shaped structure based on encoders and decoders. The encoder part 
consists of convolutional layers that are used to extract the features. The decoder recombines the 
information in the ascending path and converts it into a representation. In addition to the AE, the 
UNet architecture adds skip links that connect the encoder and decoder in different layers. This 
links information in different layers to give a more accurate result. The UNet architecture is the 
basis for many other derivatives such as VNet [14] or PCUNet [15]. All these derivatives have 
different advantages depending on the data. Additionally, these architectures nowadays get 
enhanced using attention mechanisms [16] build in Transformer models like UNETR [17, 18]. 
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3 Methodology 

For an AI-based pipeline to generate data in the case of 3D industrial CT data of components 
with internal defects, the following pipeline Fig. 1 was developed. 

 
Fig. 1. Pipeline from CT scan to image segmentation 

  
(1) CT scan: The first step is to extract the internal defects from a real scanned component. The 
scanned part is available in voxel format. To extract the defects, the part is converted to STL 
format, which represents the surface geometry of the part. This step allows the extraction of the 
internal defects which are saved as individual separate STL files. 
(2) Train Autoencoder: The second step involves creating the core of the defect generation 
process, an AE architecture as shown in Fig. 2. To work with the AE, the separate STL defects 
from the first step are transformed back into a constant-sized 25³ voxel format. With this input 
data, the AE learns by encoding defects, mapping them to a compressed representation, and then 
decoding them to recreate defects in the voxel format. 

 
Fig. 2. Schematic of an AE architecture. 

 
(3) Defect Generation: In the third stage, the trained AE is used to generate defects. This is done 
by separating the encoder part from the AE. By specifically varying the code layer, individually 
defined defects with desired geometric properties can be generated. To feed the correct 
activations into the code layer, individual properties are specifically analyzed, resulting in a 
parameter space that produces possible real generations. The larger the code layer, the more 
precisely individual properties can be mapped and set in the generation. Depending on the 
training quality of the auto-encoder, an infinite number of defects can be generated. 
(4) Defect Placement: In the fourth step, the generated data is converted to STL format and 
placed into a desired STL object. The placement of defects in objects or components is done 
using algorithms based on properties such as number of defects, defect size and intersection. In 
this way, many variations of a component with different defect characteristics, numbers and 
distributions are generated and processed in the next step. 
(5) CT-Simulation: In this work, the application and plausibility of the generation pipeline is 
evaluated using industrial CT data of components with inner defects. The CT simulation software 
ARTIST is used to generate the artificial CT data. Realistic simulation setups were created for 
this purpose. The software was automated using a script. The challenge lies in the 
parameterization of the software. Realistic setups require knowledge of X-ray physics. In a 
further step, the CT projections are reconstructed into a 3D image using the CT reconstruction 

(1) CT scan (2) Train 
Autoencoder

(3) Defect 
Generation

(4) Defect 
Placement

(5) CT 
Simulation

(6) AI 
Segmentation
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software Siemens Cera [19]. By varying the simulation and reconstruction parameters, the 
diversity of the resulting images increases. As a result of step 5 of the step chain, artificially 
realistic CT images with internal defects are created. Additionally, ground truth is needed for the 
next phase, and to obtain this, the scans and reconstructions are idealized. This involves 
simulating a defect-free and defective component to generate binary ground truth through 
subtraction and thresholding. These label maps serve as training data for all variations of artificial 
CT data since defect positions remain consistent between ideal and realistic simulations. 
(6) AI Segmentation: In the last step of the data generation pipeline, artificial neural network 
models, such as convolutional neural networks (CNNs), are trained with the synthetic 3D data. 
The 3D voxel data from (5) were sliced into smaller chunks with a resolution of 128³ voxels to 
avoid hardware limitations. In this work a UNet architecture is used. Since this is a binary 
segmentation, the sigmoid function is used as the output function. The binary cross entropy is 
used as the loss. The performance of the segmentation is monitored using the metric Binary 
Intersection over Union (BIoU). After training, the model is used to segment real CT scans of 
components, e.g. for quality control in manufacturing. Manual annotation can then be omitted. 

4 Results 

In this paper we propose a pipeline that can synthetically generate single part features or whole 
objects. In our use case, we specialize the pipeline on defective industrial CT data. This pipeline 
can extract the information for the complete workflow from a single real image, train the AI and 
generate as much data as desired. The following are results of the pipeline and individual sub-
points that are important and necessary to generate the desired synthetic data. The pipeline is 
developed as python modules for each step except for the simulation and reconstruction which 
makes it easy to automate the processes. 

4.1 Initial CT Data, STL Component and Defect extraction 

The first step in the Pipeline is to create a CT scan of the component (Table 1, left) as baseline. 
Only one scan is required for the whole pipeline which is done on a CT machine. The projection 
data is then reconstructed to a voxel 3D volume (Table 1, center). In this case two hock parts 
were scanned together using additional support material to fix the parts during the scan 
procedure. Marching cube [20] algorithm techniques allow to extract the material and defects 
surfaces depending on a threshold and a voxel resolution (Table 1, right). Additionally, the 
support material could be eliminated on STL level. By separating the hull as STL component it 
can be later used to place synthetic defect variations in it. The real defects itself are separated 
and stored one by one in an STL file as well. Those are the baseline for synthetic defect 
generation. Around 40,000 defects could be extracted from the component. By applying a filter 
to retrieve only watertight structures of a certain size around 25,000 defects are useful for further 
processing. 
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Table 1. (right) A photo of the 3D printed metal component. (center) Voxel rendering of 3D 
reconstruction after CT scan. (right) STL rendering of component with internal defects. 

Real 
Component 

3D CT Reconstruction STL Component with 
Defects 

   

4.2 Autoencoder Training and Defect Generation 

Synthetic defect generation employs an AE. The initial step involves creating the AE 
architecture. To address the issue of varying vertex and face counts in STL defects, they are 
converted into binary voxel volumes at a consistent 25³ resolution for easier data management 
(Table 2, 1st row). Approximately 25,000 voxelized defects serve as training data, with the 
encoder learning to create a simplified representation of the input in the code layer and then 
reconstruct it using the decoder. Post-training, the encoder and decoder can function as separate 
models. When the same data is applied to the encoder for prediction, it produces code layer 
representations. The code layer values for all 25,000 samples are recorded, and mean and 
standard deviation calculations are performed. These values are crucial for generating 
meaningful variations with the decoder. Values outside the mean and standard deviation ranges 
yield unrealistic results. The decoder can produce synthetic defects (Table 2, 2nd row) with 
higher resolution compared to the extracted defects, enhancing geometric details. This 
demonstrates the decoder's ability to generate geometries closely resembling real data. The 
rational number space offers an infinite number of variations, even when constraining values to 
the mean and standard deviation ranges for each code layer node. The binary voxel count of each 
generated defect is measured and stored, along with their corresponding STL versions, in a size-
oriented database. 

Table 2. (1st row) Extracted defects from the original component as single STL files. (2nd row) Synthetic 
defects generated with the encoder of the AE brought to application. 
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4.3 Defect Placement Results 

In 4.1 we preserved the STL surface hull of the component to place defect variations inside. To 
achieve this, an algorithm first loads the STL hull, which is the 3D model of the component. It 
then proceeds to calculate the specific defects to place within the component based on two key 
parameters: the desired average defect size and the standard deviation. These parameters guide 
the algorithm in selecting which folders within the defect database to load the defects from. In 
other words, the algorithm uses these parameters to determine the appropriate sources for defects 
that will be placed within the STL component. Also, depending on the inner volume in unit3 and 
a defined defect density factor the algorithm calculates the number of defects to be placed. 
Afterwards it searches coordinates inside the STL hull by picking random coordinates, then 
checking if the coordinates are within the surface using the normal vector of the faces. If a 
coordinate is valid, it places a defect inside chosen randomly from the database within the defect 
size spread. The algorithm also allows to enable and disable intersections by using the empty 
hull or the defect updated hull for valid coordinate search. Additionally, multiprocessing could 
be activated to decrease the time for processing significantly depending on the available 
resources. Using our placement algorithm 40 variations of the component with defects are 
created. In Table 3, we compare the placement of defects. The first row shows large defects with 
a low density factor, while the second row shows small defects with a high density factor. With 
the first four steps it is possible to generate a large amount of STL Data with inner defects for 
further applications. Additionally, is it possible to place the generated defects in any STL. 

Table 3. Comparison of defect placement using different parameters. 
 Cross section of component with  

internal defects 
Internal defects 

Defects: 161 
Density factor: 0.001 
Avg. size: 5000vx 

  

Defects: 1700 
Density factor: 0.01 
Avg. size: 367vx 
 

  

4.4 CT Scan and Reconstruction Results 

Creating useful training data for segmentation we need the samples and the corresponding 
ground truth. For this purpose, first a single ideal scan and reconstruction is done of the hull 
without defects and of each of the 40 variations of the defective components. By subtracting the 
reconstruction of the defective components from the hull only the defects and some random scan 
and reconstruction artifacts remain. Then a binarization is done to create the ground truth voxel 
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volume files. The process is illustrated in Table 4. Afterwards, the 40 component variations with 
defects are simulated and reconstructed more realistically using advanced parameters and 
functions of the simulation and reconstruction. Afterwards an algorithm is used to chop the 
volume samples and their ground truth into chunks, therefore it iterates through the sample. If 
the actual chunk has a certain amount of voxel above a material threshold and this amount is 
more than a certain percentage of the whole chunk, then this chunk is stored with the 
corresponding chunk of the ground truth. The selected chunk size is 128³. Using an overlap of 
50% when windowing around 8000 samples for training could be retrieved. 

Table 3. Step by step illustration of ground truth preparation. 
Hull without 
defects 

Component with 
defects 

Subtraction result Thresholding Binary 
segmentation 

     

4.5 Segmentation Model and Training Results 

The segmentation is done using a neural network model with the UNet architecture. Instead of 
building a model with full size CT volume resolution, the model is trained on the 8000 chunks 
with a resolution of 128³, split into train-, test- and validation data (80/10/10). This reduces the 
computational effort and training time. Since the model should focus on the features of the 
defects and their close surroundings of material to air transition the outer geometry is less 
relevant and therefore it is common to train on chunks. The model has around 1.5 million 
parameters. As layer activation the ELU function is used, as output activation sigmoid function. 
We use binary cross entropy as loss function. To track the progress of the training we use the 
metric BIoU. The model achieved remarkable 96% BIoU on the validation data. In the following 
table (Table 5) a sample slice of the synthetic test data is shown together with its corresponding 
ground truth, the prediction and a comparison between ground truth and prediction. We can see 
that the model was able to find all defects. The segmentation is almost complete only a very few 
voxel do not match. The comparison is magnified to increase the visibility of the differences. 

Table 4. Illustration of example sample slice, ground truth, prediction and a comparison overlay of 
ground truth and prediction 

Sample Ground truth Prediction Comparison (magnified) 
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4.6 Prediction on Real CT Data 

Finally, the capabilities of the model trained on purely synthetic CT data and prediction on real 
data is shown. To predict on the real CT data, it was also chopped into chunks, fitting to the 
model architecture. In Table 6, we present the outcomes of our research, focusing on the final 
stage of our process. Our objective in this stage is to generate synthetic data with significant 
variability. This diverse dataset is intended for training a segmentation model used in quality 
analysis. Notably, we achieve this using only a single real CT scan as the basis for our synthetic 
data generation. We can see that the component has in some areas a very high porosity. The 
darker gray spots in the material are all defects. The trained defects segmentation model can 
detect most of the defects with good voxel accuracy in respect to the defect geometries. Thus, 
we show that the entire pipeline works. The synthetic data generated are sufficiently realistic to 
train segmentation AI models and apply them to real data. 

Table 5. Prediction result on 2 real CT data sample slices. 
Real sample 1 Prediction 1 Real sample 2 Prediction 2 

    

5 Conclusion 

The developed data generation pipeline provides a solution to fill any STL file with artificial 
defects (pores) that can be used as training data for various AI applications and also other 
applications which make use of STL data like finite element simulation. This pipeline provides 
new opportunities for the creation of numerous digital components with specific defect sets. In 
this work, the pipeline is used to generate data for defect segmentation in CT data. For conversion 
from STL to CT data we use the simulation tool aRTist and the reconstruction software CERA. 
By scripting and automating the pipelining steps, our method provides an efficient approach to 
generating CT data. The segmentation results with synthetic defects are used to evaluate the 
performance of our pipeline. The successful segmentation of defects in real data proves the 
effectiveness and stability of our method. This approach enables the generation of an infinite 
amount of data for various applications that require image data. This is especially valuable in 
industry, where data for quality assurance and other use cases is often sparse. Without sufficient 
training data, AI algorithms cannot learn effectively. Our pipeline addresses this problem by 
providing a wide range of defects with high variation, achieved by adjusting the code layer for 
pore generation. By combining simulation and reconstruction techniques, we also have control 
over the complexity and appearance of the defects. In summary, we have succeeded in 
developing a process that uses CT scans to generate countless realistic replicas from a single 
component and have demonstrated its quality in comparison with real data. 
However, there are some steps in the simulation and reconstruction that require a lot of time and 
know-how for a good parameterization and thus for the generated results. To optimize, these 
tools need to be handled more efficiently. One of our next targets is to eliminate the need for 
external tools and to integrate the whole process into our AI-based pipeline. In addition, we are 
continuously working on extending the capabilities of our pipeline by adding new defect classes 
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such as cracks as well as creating a graphical user interface for this pipeline. This will greatly 
expand the range of applications and take them to a new level of versatility. 
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Abstract. In this thesis, we address the challenging task of interpreting large-scale satellite 

imagery by developing an automated system for generating semantic road maps and road 

graphs with speed limit predictions to enable efficient routing. We explore various 

convolutional deep neural networks, such as ResNet34, ResNet50, SeResNetX50, and 

InceptionV3, and conduct extensive studies on hyperparameters and loss functions to 

optimize the road extraction process. Our pipeline includes image pre-processing 

algorithms to handle varying image qualities, a model for road segment prediction, and 

post-processing techniques for graph extraction while retaining geographic information. 

The results demonstrate the effectiveness of our approach, showcasing the importance of 

appropriate model selection and optimization. The integration of graph extraction and 

geographic information enhances the routing process. Overall, this research contributes 

valuable insights into road extraction and routing from satellite imagery using deep 

learning, laying the groundwork for future advancements in this field. 

Keywords: Satellite Imagery, Road Extraction, Deep Learning, Graph Extraction, 

Routing 
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1 Introduction 

A stark increase in the amount of satellite imagery available in recent years has made the 

interpretation of this data a challenging problem at scale. Such images require a deep 

comprehension of the information contained in them to yield helpful insights. By creating an 

automated system for generating semantic maps of roads and highways and then further to road 

graphs with speed limit prediction, allows for routing in satellite images, this thesis investigates 

the aforementioned issue. Various convolutional deep neural networks were constructed, put into 

practice, and experimentally tested in order to solve the problem as a supervised machine learning 

task. We investigate the use of machine learning methods trained on aligned satellite images and 

possibly outdated maps for labelling the pixels of a satellite image with semantic labels as 

presented in Figure 1. For this, publicly accessible datasets and frameworks are employed. The 

resulting pipeline includes image pre-processing algorithms that allows it to cope with input 

images of varying quality, resolution, and channels, a model that predicts road segments from a 

satellite image and image post-processing algorithms to extract the road graph while retaining 

geographic information for efficient routing. 

Figure 1. An example of the segmentation mask generating script's output. The raw GeoJSON label is 

shown in the top left, while the equivalent 8-bit RGB picture is shown in the upper right. The lower-left 

illustrates the output of the script: the pixel mask inferred from the GeoJSON label. The road mask is 

overlaid over the RGB picture in the lower right. 
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The study explores the efficacy of various U-Net variants with different backbone 

architectures, including ResNet34, ResNet50, SeResNetX50, and InceptionV3, among others 

to optimize the road extraction process. Additionally, a range of ablations studies and 

hyperparameter tests were conducted, examining for example different loss functions such as 

combinations of Binary Cross Entropy (BCE) loss and Dice coefficient, Focal loss, and Dice 

coefficient, as well as Weighted Tversky loss, mask road buffers, learning rate scheduling and 

network architectures. The application of graph extraction from the predicted segmentation 

map, along with the retention of geographic information, proved beneficial in the subsequent 

routing process. To achieve this, skeletonization and graph cleaning techniques were employed 

as shown in Figure 2. Speed prediction was also further developed on top of the road 

segmentation and graph extraction shown in Figure 3.  

Figure 2. Prediction for a single mask channel before enhancement (left) and after enhancement (right) 

in the top row. Transformation of the enhanced prediction mask (left) to a skeleton (right) in the middle 

row. The skeleton (left) used to generate the graph structure (right) in the final row. 
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The study commenced with the collection and preprocessing of satellite imagery data. The U-Net 

model architecture was then implemented, serving as the backbone for road extraction. Various 

training procedures and hyperparameter optimization techniques were applied to enhance model 

performance. Evaluation metrics were carefully selected to assess the accuracy and efficiency of the 

road extraction process.  

 

Figure 3. Left: sample training image in Vegas. Middle: typical binary training mask. Right: continuous 

mask where the mask value is proportional to the value of interest (in this case, speed limit). 

 

 

Furthermore, the extracted road network underwent graph extraction, ensuring the preservation of 

critical geographic information. This facilitated efficient routing capabilities, empowering users to 

navigate the road network effectively. Skeletonization techniques were utilized to simplify the road 

network representation, while graph cleaning methods were employed to remove artifacts and 

enhance the accuracy of the road network.   

The experimental results demonstrate the efficacy of the proposed approach. Comparative analysis 

of different backbone architectures revealed variations in performance, highlighting the importance 

of selecting appropriate models for road extraction. The hyperparameter tests and evaluation of loss 

functions, learning scheduling, classification thresholding and ensembling among others, provided 

insights into their impact on the quality of road extraction results. The utilization of graph extraction 

and geographic information retention significantly improved the routing process, demonstrating the 

practical applicability of the developed system. The skeletonization and graph cleaning techniques 

further enhanced the accuracy and reliability of the road network representation.   

In conclusion, this research contributes to the field of road extraction and routing from satellite 

imagery by utilizing deep learning and image segmentation approaches. The findings underscore the 

importance of selecting suitable U-Net variants and backbone architectures, as well as optimizing 

hyperparameters and loss functions for accurate road extraction. The integration of graph extraction, 

geographic information retention, skeletonization, and graph cleaning techniques plays a pivotal role 

in achieving reliable road networks and efficient routing. Future research directions may involve 

exploring additional deep learning models and further refining the proposed methods to enhance 

performance and address emerging challenges. Figure 4 shows an example for the final pipeline for 

a sophisticated example image.  
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Figure 4. Example speed limit prediction incorporated in the predicted graph for an image in the test set, 

which is then overlaid on the test image.  
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 Figure 5. Optimal route based on either distance or travel time using the final proposed speed graph 

for the test image.  
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Abstract. In recent years, transformer models were able to achieve astonishing
results in various natural language processing (NLP) tasks. Especially with the
rise of ChatGPT and the countless alternatives following its triumphal march,
using large language models (LLM) for information retrieval has established itself
in both the private, work and research context. For scientific search however, se-
mantic analysis with LLMs is an underutilized tool for enhancing the work process
of literature research. We therefore propose an academic search engine called Dis-
covery, which uses BERT to semantically analyze arbitrary text queries in order
to recommend fitting search results for scientific publications. Through explain-
able artificial intelligence (XAI), additional information about the AI output is
provided to the user with the goal to decrease the time needed for evaluating the
suitability of a recommended paper.

Keywords: Large Language Model, Transformer, Knowledge Work, Academic
Search Engine, Semantic Search, Explainable Artificial Intelligence

1 Introduction

Knowledge workers became valuable assets for today’s organizations as forecast by Drucker
[1]. By applying their expert knowledge to tasks such as general problem solving and de-
veloping of new products, they accelerate progress in both science and technology [2]. It
is thereby in the interest of every company to maximize the productivity of its knowledge
workers.

A knowledge task where we see major potential for efficiency improvement is the
acquirement of new knowledge to keep up with new technical and scientific advances.
The International Data Corporation (IDC) estimated in 2001 that a knowledge worker
spends ”roughly 30% of the workday searching for information” [3]. In 2012, Borlund et
al. stated that ”prior knowledge or no knowledge of the topic in question do also influence
searching time” [4]. In addition, Toms et al. found out in 2013 that two-third of the time
needed for finding relevant information ”was mainly spent reviewing documents that
had already been retrieved” [5]. We investigated those insights further and developed a
tool, which aims to significantly decrease the time spend on searching for information
by providing meaningful recommendations for relevant literature. Due to their state-of-
the-art performance in natural language processing (NLP) tasks [6], we believed that a
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search engine utilizing transformer-based AI, i.e. large language models (LLM), would
be suitable for accomplishing this. Therefore, we introduce our novel explainable AI
powered academic search engine called Discovery. However, our goal was not solely to
map a search query to helpful recommendations, but also to provide knowledge workers
with additional support for finding information on a topic of which the user has little
to no prior knowledge and for quickly evaluating the usefulness of the recommended
literature. Both of this present additional difficulties during the search for information
as stated by Borlund et al. [4] and Toms et al. [5] and would be crucial for increasing
the efficiency of the task of literature research. Especially regarding recommendation
evaluation, we argue that explaining the decisions of an AI application with methods of
explainable artificial intelligence (XAI) is a critical addition.

In the following we give an overview on related work in Section 2, looking at tech-
nologies we deployed and introducing existing LLMs-based search engines. In Section 3,
we describe the methodology with which we performed the requirements analysis and
implemented our search engine approach. Concluding, we discuss our achievements and
give a look into future works.

2 Related Work

Transformer-based AI models have been successfully deployed on a wide range of NLP
tasks like machine translation, sentiment analysis, question answering, language mod-
elling and named entity recognition [7]. This is also a result of efforts on pre-training lan-
guage models on large text datasets. Two of the most popular transformer model families
are Bidirectional Encoder Representations from Transformers (BERT) from Google [8]
and OpenAI’s Generative Pre-trained Transformers (GPT) [9]. Although both achieve
outstanding results on NLP benchmarks, there are significant differences between those
two model types. BERT as well as GPT are based on the original transformer architec-
ture [10] which follows an encoder-decoder structure. However, BERT is an bidirectional
encoder that processes the input in both directions and therefore considers the left and
right context of each word. In contrast, GPT is an autoregressive decoder, which predicts
the next word only depending on its left context. It is thus arguable that BERT tends to
be better in understanding the overall context of a text and therefore learn meaningful
representations. GPT on the other hand, excels at generating text to a given input [11].
Thou there have been introduced several different variants for BERT and GPT with their
own advances [12–14], traditionally speaking BERT performs well for natural language
understanding (NLU) and GPT for natural language generation (NLG) [15].

Since 2001, a significant rise can be observed in the number of releases of new LLM
models [15] indicating an increased interest and usage of such AI models. Thus, it is
unsurprising that there exist several commercial solutions for literature research utilizing
LLMs. The academic search engines Consensus5, Elicit6, Scispace7 and Zeta Alpha8 use
transformers for question answering and summarization of abstracts or insights of several
scientific publications. In addition, they also list fitting literature for a search query.
However, not all of those search engines leverage the full potential of LLMs by not at
all or not entirely replacing a keyword-based search with a vector search, i.e. a semantic
search. For example, Consensus performs their search in multiple steps. First, they run

5 Consensus, https://consensus.app/, October 2023
6 Elicit, https://elicit.com/, October 2023
7 Scispace, https://typeset.io/, October 2023
8 Zeta Alpha, https://www.zeta-alpha.com/, October 2023
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a simple keyword-based search on the paper database. Only afterwards, a vector search
is run on the reduced dataset. This artificially narrows down the extent of the semantic
search.

One feature that all of these search engines lack is the explanation of their AI rec-
ommendations. By summarizing the content of relevant papers, they potentially reduce
the amount of information that has to be review by the user. However, it provides no
insight into why the AI model estimates the recommended papers to be relevant for a
search query. XAI can be utilized to generate such insight into the AI models behaviour
and logic [16]. Danilevsky et al. [17] give an overview of XAI methods and visualization
techniques for NLP. However, in the case of transformer models, generating good expla-
nations still poses a challenging task due to their increasing size and complex architecture
[18].

3 Methodology

This section will give an overview of the methods used for requirements analysis, com-
puting the literature recommendations and explaining the AI output for better under-
standing why a certain scientific publication is recommended.

3.1 Requirements Analysis

For requirements analysis, we conducted interviews with research associates of different
experience and disciplines to gain more insight in their search strategies as well as most
common pain points while conduction literature research. We interviewed six knowledge
workers with an average age of 27 years and of whom three were female (standard de-
viation = 4.6). By selecting the interview partners, we aimed for a diverse distribution
in terms of research type (basic research (n = 3) or applied research (n = 3)), scientific
working methods (empirical (n = 4) or non-empirical (n = 2)), professional orientation
(human (n = 1), technical (n = 2) or organizational (n = 3)) and current career stage
(graduate (n = 1), PhD student (n = 4) or post-doctoral (n = 1)). Participants had only
superficial knowledge about AI-related topics and did not work in an AI-related field.
On average, the interviews took 71 minutes and were conducted as semi-structured inter-
views divided into four segments. First, we asked about the procedure of a prototypical
literature research including details about the used literature databases, the formation
of search words and the documentation of results. In the next segment, we asked about
other search strategies aside from the prototypical literature research. We wanted to
know which kind of different research scenarios exist and what changes regarding the
prototypical procedure those entail. Next, we asked about pain points while conducting
literature research and their causes. Lastly, we asked the participants to describe the
perfect literature research support system, without any barriers due to technical feasi-
bility. We asked about useful features and what kind of pain points could be solved by
implementing those.

To analyse the data we transcribed the interviews from speech to text via f4x. Due
to the diverse answers between the different interview partners, we decided against a
standardized qualitative analysis and instead isolated the most relevant text passages,
summarized them into key aspects and finally grouped them into semantically similar
clusters. This procedure resulted in a suitable database from which we derived empirically
substantiated system requirements. Participants reported that they usually follow an un-
structured procedure while conducting a literature research. They adapt their strategies
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along the way, depending on the success rate of e.g. the prior search words. They could
differentiate between different literature research scenarios (e.g. planning of an experi-
ment, preparation of a manuscript, identifying interesting research gaps, informing oneself
about the status quo regarding a topic, learning about new methods or theories, identify-
ing hot topics or looking for literature on behalf of third parties). None of our interview
partners identified conscious adaptions to the prototypical procedure depending on the
specific research scenario. Most participants reported that during the search process, they
mostly only screen title and abstract, full text reading is a subsequent process. Further,
the analysis of the interviews led to the following key insights:

– Searching for literature on an interdisciplinary topic or topics in general about which
the interviewee has little prior knowledge is stated as one of the biggest pain point.

– Additional information about the search results is requested in order to speed up the
process of the immediate evaluation whether or not a recommended paper should be
considered for a more thorough inspection.

We then derived three key requirements from the interview results for the listed insights:

1. The search engine should be able to perform a semantic search on continuous text
written in natural language so that the user has the possibility to only describe what
to search for instead of knowing the exact terminology.

2. The search engine should be able to recommend terms which are related to the search
query but possibly unknown to the user since they may be primarily used in different
disciplines.

3. The search engine should provide additional information to the user about why the
deployed AI considers the recommendations fitting to the search query.

Based on these requirements, the first prototype of our novel AI powered academic search
engine was developed. The use of LLMs to compute recommendations addresses the first
two requirements while the application of XAI aims to generate the desired additional
information of the third.

3.2 Semantic Sentence Similarity

To meet the key requirement 1 we decided to utilize LLMs for replacing a keyword-based
search with a semantic search [19]. For this, a transformer model should be deployed to
learn meaningful sentence embeddings for a semantic search on research literature by
computing the semantic similarity between those vector representations. Recommend-
ing publications based on this semantic sentence similarity approach allows for a more
intuitive use of our search engine by knowledge workers of different experience. It is no
longer required to carefully construct an effective search string with precise combinations
of correct terms and their synonyms in order to receive helpful recommendations. Instead,
our AI powered academic search engine Discovery can process arbitrary text written in
natural language and automatically consider related terms. Thus, making it possible to
provide a rather descriptive search query. In Discovery, the literature recommendations
are determined by calculating the cosine similarity between the sentence embeddings of
the search text and the titles and abstracts of the papers.

Due to BERT’s suitability for NLU tasks, we implemented Discovery using the Sen-
tenceTransformer9 Python framework which originates from the Sentence-BERT (sBERT)

9 SentenceTransformer, https://www.sbert.net/, October 2023
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network [20]. sBERT builds on the base BERT model and fine-tunes it in a Siamese net-
work architecture. This extension allows for better performances when combined with
similarity measures such as the cosine similarity. For our approach, DistilBERT [13] was
chosen as the pre-trained BERT model, which was then fine-tuned in a Siamese network
on the online contrastive loss with the cosine distance as the similarity measure. Our
own database for the search engine and model training consists of over 350.000 pub-
lications from IEEE, Springer and Scopus containing publicly available metadata, e.g.
title, abstract and keywords. To start with, we confined the database on the topic of
AI to make the required data size more manageable. Since there was no ground truth
for the similarity between the data points and no reference search queries, we used the
self-supervised training method contrastive learning [21]. The training task was to learn
sentence embeddings such that the title and abstract of a paper have a high similarity.
For positive samples, we kept the original title and abstract pair. For negative samples,
we shuffled the titles and abstracts to receive not only incorrect title-abstract pairs but
also random title-title and abstract-abstract combinations. The resulting positive and
negative samples had a ratio of 1:3. Although, in the face of computation constraints, we
were forced to limit our training data to a subset of 150,000 data points. As expected
of the contrastive loss, the positive samples were assigned a label of 1, which reduces
the distance between the two text inputs, and 0 for the negative samples, increasing
the distance. The network used for fine-tuning is shown in Figure 1. For dimensional-
ity reduction, we introduced two fully connected layers with dimensions of 256 and 128
along with Tanh activation functions. This reduces computational complexity while still
providing a high enough dimensional vector for our model to effectively capture seman-
tic nuances in a more compact space. We fine-tuned our entire model over five training
epochs utilizing the AdamW optimizer with a learning rate of 2e-05 and weight decay of
0.01 to ensure model stability and convergence. The training took a total of 7 hours and
31 minutes on Google Colab using the T4 GPU, highlighting the efficiency and effective-
ness of our training pipeline. This efficient use of computational resources underscores
the practicality and scalability of our approach.

In order to fulfil the key requirement 2, we introduced an additional functionality to
Discovery: term recommendation. The recommended terms are selected from a dataset,
which we create by aggregating the keywords over all papers in our database. Since related
terms occur in semantically similar texts, the same model can be used which we fine-
tuned for the task of paper recommendation. The difference is that instead of searching
over the titles and abstracts, we compute the sentence embeddings of the keywords with
our BERT-based model and compare them to the input string. The user may submit a
search request for either a single term or a descriptive text. Recommending related terms
can aid users with limited or no prior knowledge in their search while also introducing
them to the appropriate terminology, thereby creating new knowledge.

3.3 Explainable Artificial Intelligence

Key requirement 3 has the intent to decrease the time a knowledge worker needs to eval-
uate the literature recommendations and to select the set of suitable papers for further
consideration. We argue that providing additional explanations about why the AI model
recommended the exact papers can improve the user’s decision making [22]. However,
comprehending the intrinsic logic of LLMs presents multiple challenges. First and fore-
most is their black box characteristic [23] due to their complexity. With hundreds of
millions to billions of parameters, understanding the intricate relationships and depen-
dencies within the model becomes an impossible task without additional explanations.
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Fig. 1. Visualization of the model architecture used for computing the embeddings between
which the consine similarity is calcutated. The model was trained in a Siamese network archi-
tecture using constrastive learning. The original title and abstract pairs were used as positive
samples, while titles and abstracts were shuffled to synthesise negative samples.

The non-linearity introduced by deep architectures with non-linear activation functions
further obscures straightforward interpretations, making it difficult to discern any direct
input-output relationships. Additionally, these models are inherently data-driven, mean-
ing their behaviour is shaped by vast and varied training data. This data-driven nature
can embed subtle nuances, biases, and patterns from the training data into the model,
many of which may not be immediately apparent or interpretable.

In contrast to other use cases of XAI, we do not perform a classification task on the
scientific papers but instead measure the semantic similarity between two text fragments.
Python packages implementing the XAI methods like LIME10 [24] or SHAP11 [25] are
highly focused on these more usual use cases of XAI. Thus, we implemented our own
XAI algorithm, which was inspired by the visualization of LIME explanations on text
data.

For the purpose of our academic search engine, we want to explain to the user how
the words in the search string influenced the similarity measurement between the user
input and the recommended papers. Hence, we do not want to globally explain the LLM,
but instead generate local explanations based on word importance. The main idea of
our algorithm follows a similar concept as the one proposed by Landthaler et al. [26]
for semantic text matching. The XAI algorithm leaves one word out of the input and
then recalculates the similarity score for the top N search results. For each paper, the
magnitude of the change in similarity correlates to the importance attributed to the left
out word. This step is repeated for each word in the user input. We visualize the word
importance by colouring the words of the search query according to their impact on the
similarity score. An example for the visualization of our XAI method is shown in Figure
2.

To begin with, we wanted to keep the explanation as simple as possible to not over-
whelm the user. Hence, the word importance is only calculated for the user input. How-

10 LIME Python Package, https://github.com/marcotcr/lime, October 2023
11 SHAP Python Package, https://github.com/shap/shap, October 2023
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Fig. 2. Visualization of the custom XAI method for a search query example. Red depicts positive
and blue negative word importance.

ever, our algorithm can easily be modified to also consider the title and abstract of
the recommended papers. Our intention is to gradually increase the complexity of the
explanations guided by user feedback.

4 Conclusions

We presented the working prototype of our novel explainable AI powered academic search
engine Discovery for recommending literature and related terms to knowledge workers
based on semantic sentence similarity. It was implemented using state-of-the-art LLM
and XAI techniques by successfully deploying a pre-trained BERT-based model, which
was fine-tuned on our own database with contrastive learning in a Siamese network
architecture, for the task of measuring sentence similarity. Through the integration of
our own XAI method, Discovery is further capable of providing an explanation for every
recommended paper to the users based on the word importance of their search queries.
Our search engine was developed for three key requirements, which were derived from
the results of our requirements analysis consisting of a literature research and interviews
with probands of our target group. During so, we could identify significant potential
for improving the efficiency of the task of acquiring new knowledge through literature
research.

Our approach fully replaces the traditional keyword-based search with a vector search
thereby setting Discovery apart from established academic search engines like Google
Scholar or Semantic Scholar. Further, even in comparison to other transformer-based
search engines, as those discussed in Section 2, we introduce additional features by rec-
ommending related terms and explaining the model output through XAI. Other search
engines utilize LLMs to summarize abstracts or extract insights from scientific papers.
We see this generative approach critical in the context of literature research. For example,
ChatGPT has been proven to lack accuracy providing scientific facts [27]. In addition,
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it is stated in the FAQ of Elicit that the users should assume that only 90% of the in-
formation they see is accurate. Further, summarizing and extracting the insights could
potentially mislead the knowledge worker into relying only on the generated information,
rather than considering the recommended papers in more detail. Our XAI approach is
designed to accelerate the immediate assessment of the recommendations, but not to
make the more thorough review of the papers obsolete.

The eligibility of the recommendations provided by Discovery has been initially tested
and shows promising results, however, more extensive evaluation of the system is re-
quired through further human feedback and comparison with suitable benchmarks [28].
Furthermore, first feedback indicates that the word importance is not satisfying the need
for explanation and that a topic-based explanation is assumed to be more effective. Thus,
additional XAI approaches have to be implemented and evaluated on the target group.
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Abstract. In this paper, we describe a first publicly available fine-grained prod-
uct recognition dataset based on leaflet images. Using advertisement leaflets, col-
lected over several years from different European retailers, we provide a total of
41.6k manually annotated product images in 832 classes. Further, we investigate
three different approaches for this fine-grained product classification task, Clas-
sification by Image, Classification by Text, as well as Classification by Image and
Text. The last both approaches use the text extracted directly from the leaflet
product images. We show, that the combination of image and text as input im-
proves the classification of visual difficult to distinguish products. The final model
leads to an accuracy of 96.4% with a Top-3 score of 99.2%.
https://github.com/ladwigd/Leaflet-Product-Classification

Keywords: retail, fine-grained, leaflets, products, image classification, text ex-
traction

1 Introduction

The monitoring of product prices is an important data analysis task for retailers as their
own price strategy heavily depends on the prices set by competitors. In this context, the
monitoring of product advertisements in printed or online leaflets are the predominant
source to obtain pricing and promotion activities from competitors. However, the highly
unstructured and multi-modal (image + text information) nature of leaflets and the large
number of often very similar products makes the underling product identification and
matching task quite challenging. Figure 1 depicts an example of the promotions of the
same product in the leaflets of two different retailers.
From a Computer Vision perspective, the retail product price monitoring task resolves
into several objectives, from product detection to fine-grained classification (FC). Due
to its overall complexity, these tasks are currently mostly solved manually, requiring
vast resources. In this work, we focus on the FC task and provide a first dataset with
41.6k manually annotated product images in 832 classes manually obtained from leaflets,
alongside first baseline solutions.

2 Related Work

We focus our literature review on publicly available and annotated image collections
for the application of fine-grained product classification on images in a retail context.
The data sources of the datasets vary strongly. First, images from web stores are used
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Fig. 1. Price monitoring based on printed leaflets is a key data analysis task in retail, which
technically can be defined as a fine-grained, multi-modal classification problem. We provide a
first public dataset with 41.6k annotated samples for this task.

as a data source. [1] introduced a Retail Product Categorisation Dataset which covers
about 48k products with staged ”studio” product images in 21 categories. These images
are recorded in controlled environments. The authors developed a concatenation of a
Convolutional Neural Network (CNN) and a Long Short-Term Network for the FC task
[1]. For more realistic real-life scenarios product images ”in the wild” are used. The
Products-10k [2] collection comprises about 10k product classes for about 150k ”studio”
images and ”in the wild” images recorded by customers. The backbone of their approach
is the model EfficientNet-B3 [3]. Also, images of supermarket shelves serve as a data
source. [4] provides the Retail-121 dataset consisting of 121 fine-grained retail product
categories. For solving the FC task, the authors supply an own approach that is based
on a non-parametric probabilistic model and a CNN [4]. To the best of our knowledge,
there are no datasets that are based on images from leaflets. Hence, we provide the first
annotated dataset containing of product promotions cropped from leaflets.

3 Dataset Description

Data Sources. Our dataset is based on a large collection of full page images in JPG
format provided by the company Markant Services International GmbH. The publicly
available digital or manually scanned leaflets are circulated by well-known European re-
tailers. Figure 2 shows three representative samples. The leaflets were randomly collected
from 132 different3 retail chains between calendar week 39 in 2016 to calendar week 38
in 2022. The leaflets advertise mainly food and beverages. But also non-food products
like household goods, cosmetics, pet foods, or (small) electric devices are promoted. Each
leaflet page has been manually segmented into product information boxes by humans.
Each box must contain the product image, price, and description. Additional logos, price
tags, or quality seals can also be contained. The cropped boxes from the leaflet pages
form our provided image dataset. The original leaflets as well as the text information like
prices, discounts, or product descriptions are not included in dataset.

3 Large retail chains often have different subsidiaries and brands which are potentially using
the same product images for advertisement. In order to avoid poisoning of the test sets, we
grouped all sub-brands into single retailers.
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Fig. 2. Three leaflet pages from different European retailers.

Dataset Properties. Each class in the dataset represents one product. The dataset
is composed of 832 classes and 41.6k images in total, split into a training set of 33,280
images and a test set of 8,320 images. Each class has 40 images in the training set and 10
images in the test set. All images adhere to a minimal resolution of at least 92 pixels in
width and 138 pixels in height while the longer edge is always fixed to 512. This dataset
has a size of 3.4 GB. Reducing the longer edge to a fixed value of 256, results in a dataset
of a size of 1.2 GB. We provide both versions for public download. Figure 3 shows the
training and the test set for a class. The images of a class are similar and diverse at the
same time. There can be multiple images from one retailer in a split set but a retailer
can only be represented in the training or in the test set for a class.

Fig. 3. Training set (left) and test set (right) of a class.

4 Baseline Solutions

We investigate baseline solutions of the FC task on our dataset by using different informa-
tion of an image. The Classification by Image uses the whole image as input information.
The extracted text of an image is the input for the method Classification by Text. More-
over, the combination of both information, Classification by Image and Text, is analyzed.
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4.1 Classification by Image.

We provide first baseline results on our datasets, applying current state-of-the-art meth-
ods for FC. We used the dataset version with a longer edge length of 256.
[5] provides a review of current FC methods. For our baseline evaluation, we chose four
different image classification models: ResNet50 [6], MobileNet V2 [7], a Vision Trans-
former model [8] with a vit b 16 architecture and ConvNeXt [9] using the base model
architecture. Each model has been pretrained on ImageNet [10]. The following settings
are used for the training process on a NVIDIA GeForce RTX 3090 GPU: 30 epochs of
fine-tuning, a batch size of 32, and a SGD optimizer with a learning rate of 0.001 plus
a momentum of 0.9. As Table 1 shows, MobileNet V2 gives the lowest test set accuracy
result with an accuracy of 0.894. However, this model needed the shortest training time.
The ResNet50 model and the Vision Transformer model have nearly the same test set ac-
curacy of 0.907 and 0.909, respectively. Also the Top-5 accuracy scores of both models is
about 0.971. However, the Vision Transformer requires almost twice of the training time
compared to the ResNet50 model. The best test set accuracy is reported for the Con-
vNeXt model with 0.921, but its training took almost four hours. We use the ResNet50
model as the final image model because of its solid accuracy relative to an acceptable
training time. In the fine-tuned model the last Fully Connected layer is replaced with
a Linear layer of 2048-1024, followed by a ReLu activation function and closing with a
Linear layer of 1024-832. The hyperparameter used are: batch size of 16 and optimizer
momentum of 0.95. A torch ColorJitter is applied as data augmentation with a saturation
of 0.5.
Error Analysis. By analysing falsely classified products, errors between visually similar
classes occur. Figure 4 exemplifies such products, which still match at a higher abstraction
being very similar items from the same producer.

Table 1. Listing of the test accuracy scores, training time, and the Top-5 accuracy for tour FC
dataset. The models ConvNeXt, ResNet50, Vision Transformer and MobileNet V2 were trained.

model test accuracy training time [h] Top-5 accuracy

ConvNeXt 0.921 3.9 0.974
Vision Transformer 0.909 2.1 0.971
ResNet50 0.907 1.3 0.971
MobileNet V2 0.894 0.9 0.964

4.2 Classification by Text.

The error analysis of the image model shows the difficulty to distinguish especially be-
tween products that are served in different package sizes or product variations that are
not clearly visually represented on the product image itself. The leaflet product images
mostly include a product description and the serving size. Those texts are not available
in extracted digital form yet. To process them in further steps, they need to be extracted
from the images first.
OCR Extraction. The Tesseract OCR Engine [11] is chosen to extract texts from the
images. This tool combines the text detection and the text recognition in one model.

147



5

Different page segmentation modes (PSMs) 4 can be set which alters the way text in the
image is treated. Changing modes leads to different extracted text results. Since there is
no digital truth text available to evaluate the quality of the extracted text, the accuracy
of the classification problem is used to evaluate the quality of the extraction.
To extract much text out of different designed product images with changing background
colors, text positions and text sizes, several image preprocessing steps and PSMs are com-
bined. The dataset with the larger image sizes with a longer edge of 512 is used to extract
the text to utilize the higher text resolution.
The extraction methods were developed incrementally. An extraction method was put
together, the resulting wrong predicted images were inspected and a new fitting method
for the poorly performing text extractions was developed. In the final model the following
methods were used to extract text from the varying input images. OpenCV[12] and its
methods were utilized to import the images and to apply preprocessing. The first four
methods use Tesseract with PSMs of 3, 6, 11, 12. Another method applies a grayscaling
with cvtColor and cv2.COLOR BGR2GRAY before applying Tesseract with the stan-
dard PSM of 3. For additional methods the gray color change was applied together with
a resize of the image times four with Tesseract and PSMs 6 and 11. Finally a grayscal-
ing, resize and cv2.threshold with cv2.THRESH OTSU, a thresh of 0, maxval 255 and
Tesseract with PSM 11 is used. The following preprocessing steps and model are used to
evaluate the described methods. They resulted in between 73.6% and 86.4% accuracy.
The combination of all developed extraction methods, to extract as much text from the
image as possible, boosts the performance to 91.5%. Even if that means that there are
duplicate texts in the collection. Extracting the 33,280 train images sequentially took
16.83h.
Text preprocessing. The extracted texts include wrong letters and signs from noise
detected as text in the image. The preprocessing has to be done carefully since package
size descriptions can include OCR caused confusions of numbers and letters. In the final
solution no stopword or special sign removal is done. The raw extracted texts which
include duplicate text from combining the methods are encoded with scikit-learn Tfid-
fVectorizer [13].
Text model. A linear SGDClassifier is trained on the tfidf encoded text and the loss
function ”modified huber” with an adaptive learning rate is used. Table 2 shows the model
accuracy is 91.5% with a Top-5 score of 96.7%. The text models performance is slightly
worse than the image models but the correct predicted images differ. The following step
combines those two models.

4 For further explanation: https://github.com/tesseract-ocr/tessdoc

Fig. 4. Illustration of two similar products. The left product is often confused with the right
one by three of the four baselines.
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4.3 Classification by Image and Text.

The first step to combine the text and image models is to apply a softmax to each
probability predictions. After that a weighted probability stacking is done by giving the
text model a higher weight, as the SGDClassifier predicts way lower decision probabilities
than the ResNet50 model. Weighting the text model allows to make an impact after
stacking the probabilities. The final predictions are differentiated in predictions where
both models agree (labeled as high confidence prediction) and predictions where they do
not (labeled as low confidence prediction). This allows to separate those low confidence
predictions to be potentially reviewed manually with the help of a Top-3 selection with a
very high accuracy of 99.2%. Figure 5 displays the process of combining the models and
the resulting predictions.

Fig. 5. Model Combination Process

Combination Results. The prediction stacking method by combining the probabilities
of the text and image model results in an overall accuracy of 96.4% which is a significant
increase from the models alone. Interesting is the calculated Top-3 accuracy of 99.2%.
This shows the ability of the combined models to find the correct class in the fine-
grained problem and rate it high. The gap between the prediction and Top-3 selection
displays the difficulty to make the correct choice when the products do not differ much,
sometimes only one attribute differentiates them. There is still space for improvement in
the combination process of the two models. The accuracy that the image model prediction
or the text model prediction is correct lays by 98.0% which is not quite reached by the
used weighted probability stacking method.
Error Analysis. A manual review of the wrong predicted images and classes of the
final combined model revealed the following findings. As in the beginning presumed the
products that are served in different variations or package sizes can cause confusions for
the final prediction. The high Top-5 score shows that the correct product can be found
but the final choice which variation is presented is still a difficult task. Figure 4 already
shows an example of two similar product servings. Figure 6 shows two classes of products
that are distinguished by serving size. The Top-3 products are served in 250g and the
bottom products are served in 290g. The package size displayed on the product varies,
even within the class. This explains the confusion between those classes for the image

149



7

Table 2. Model and Combination Results

Model Method Accuracy Top-3 Top-5

Final ResNet50 Image 0.925 0.961 0.969
SGDClassifier Text 0.915 0.962 0.967
Combined Weighted proba. 0.964 0.992 0.993

model. The text model could possibly distinguish those two from the given package size.
Although the last image labels the package size as ”250g + 40g” instead of the expected
290g which can lead to confusions. In this case the combined model could predict both
classes correctly, but this is an example how difficult the differentiation between similar
classes can be. Changing product descriptions or difficult text extractions impact the
text model predictions negatively.

Fig. 6. Model Confusion Example

5 Conclusions

In this paper, we provide a dataset and present a baseline solution for fine-grained image
classification of retail products on leaflets. We propose methods to optimize the product
classification by combining image classification with text classification based on text di-
rectly extracted from the images. The presented methods allow to extract and process
text from varying product images. Improved results compared to the image classification
alone support the idea to make use of existing text. Combining text and image classifica-
tion improves the ability to distinguish between visually similar product representations.
As a first part of the price monitoring task we create a sufficient baseline for product
matching. Future work will be the extracting of the prices of the product promotions.
This is challenging due to the huge variance in color, size, and position in the promotion.
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Abstract. Rehabilitation is the process of assisting people with disabilities in re-
gaining their function and independence. As artificial neural networks are trained
on large datasets using deep learning, rehabilitation can be improved by pro-
viding individualized and efficient treatment options. As human rehabilitation
involves multivariate time series data, we review well-known algorithms for the
classification of time series data. We also discuss the challenges and opportunities
presented by the use of deep learning in rehabilitation, including the need for
large and diverse datasets and the potential for bias in algorithms. Overall, our
analysis indicates that deep learning has the potential to improve rehabilitation
outcomes and the lives of disabled individuals. A comparison of many methodolo-
gies was conducted in order to establish a framework capable of supporting and
reliably evaluating patients’ workouts throughout recovery programs. In order to
assess the algorithms, two datasets pertaining to human rehabilitation are used:
KIMORE, and UI-PRMD for regression tasks.

1 Introduction

One of the most efficient methods to diagnose musculoskeletal issues and rehabilitate
post-stroke participants is through physical therapy treatment through workouts on spe-
cific tasks. However, it is neither practical nor cost-effective for a physician to attend
every rehabilitative exercise program. Patients typically execute these exercises at home,
without the involvement of specialists or therapists. Despite the fact that patients are
supposed to document and record their progress as well as contact the doctors on a regu-
lar basis, various medical organizations have stated that patients are not able to complete
the exercises correctly, causing the recovery process to be extended. As a result, patients
are unable to receive proper supervision and feedback for the required activity. These
challenges make human rehabilitation a hot topic in a research environment [1]. Thanks
to recent Computer Vision algorithms, it is possible to capture human motion by es-
timating from an image joints’ 3D coordinates, forming a humanoid skeleton. In this
paper, we use Deep Learning to analyze human rehabilitation programs, represented by
3D skeleton sequences, leveraging precise and outstanding performance. We propose to
recast the problem of human rehabilitation movement assessment as a multivariate time
series analysis. Time series analysis has been investigated for various tasks such as clas-
sification [2], clustering [3], averaging [4] and adversarial attacks [5]. In this work we
particularly study a well-known architecture in the field of time series classification [6]
for the task of rehabilitation assessment. However, there are two main issues that must
be addressed prior to deployment:

1. First, we must switch the implementation domain from classification to regression in
order forecast a single numerical score corresponding to patient’s performance.
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2. Second, because deep learning models assume fixed-size inputs, pre-processing pro-
cedures are mandatory before any deep learning model can be implemented on the
human rehabilitation dataset.

We established our experiments on the KIMORE [7] and UI-PRMD [8] datasets. In
particular, Kimore dataset is more practical for real-world situations since it incorporates
both healthy and unhealthy subjects. We believe that our proposed method could be very
helpful for physical rehabilitation assessment and could for instance be embedded into
a autonomous system (like a robot coach [9]) for monitoring rehabilitation sessions in
rehabilitation center or at home.

2 Background and Related Work

2.1 Multivariate Time Series

A multivariate time series [6] contains multiple time-dependent features. Multivariate
time series X = [X1, X2, ...., XM ] contains M individual univariate time-series where
Xi ∈ RT .

2.2 Convolution

Convolution can be used to [6] perform and sliding filter through time series. It just
has one-dimensional filters (time) rather than two dimensions like images. The filter can
alternatively be viewed as a non-linear change of time series.

Ct = f(ω ∗Xt− l/2 : t+ l/2 + b) | ∀t ∈ [1, T ], (1)

2.3 Classification

Various works have been investigated in order to replace the expensive and arbitrary
judgment of human experts with an automated process. Classification evaluations are
used to estimate categorical values that indicate the ability level of the activities that
are performed. Such evaluations categorize executed motions into distinct groups that
belong to a rank but can be challenging to precisely define. Assessments may fall into
one of two groups in a straightforward classification system (correct or incorrect). On
the other hand, adding more classes allows us to make more exact distinctions between
executed motions. More examples from each class are required for better performance.
As a result, if there are numerous classes or features that enhance complexity, they may
create a scaling difficulty.

2.4 Parametric Assessment

Rather than a classification task, a parametric assessment provides continuous value
in order to evaluate the performance of rehabilitation exercises. These methods apply
strategies similar to other approaches but they emphasize domain-specific factors. As a
result, such methods offer helpful detail in their evaluations of executed human reha-
bilitation exercises. Some research for exercise assessment tasks often concentrates on
learning distance measures [10]. Those techniques can find similarities between two ran-
dom exercises, however, they can’t represent task-specific exercises. To solve this issue,
another line of research relies on probabilistic techniques for evaluating workouts, such
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as Hidden Markov models [11], [12] and Gaussian mixtures [13]. These techniques im-
pede end-to-end processing as they need many pre-processing phases and the knowledge
of experts in the particular field. We intend to analyze exercises using deep learning
techniques since deep learning algorithms are better suitable for end-to-end processing.

2.5 Evaluation of Rehabilitation Exercise

There hasn’t been enough research on this subject. [14] Lee et al. classified a variety of
motions into true and false categories with the help of hand-crafted features. In the work
of [15] for the evaluation of human rehabilitation exercises spatio-temporal architecture is
suggested. In order to boost performance, multi-branch convolution, recurrent networks,
and temporal pyramid. The downside of these approaches they employ a variety of feature
engineering and pre-processing steps. In light of the recent achievement of deep learning
approaches in various fields, we conduct human rehabilitation exercise assessments with
deep learning frameworks. We use common time series classification algorithms [6] for
this study since human rehabilitation activities involve coordinates of joint positions
throughout time.

3 Proposed Approach

In this paper, we adapted the inception network to human rehabilitation exercises. The
inception network [16] is convolutional neural network initially created for a more deep
representation of time series classification problems. The inception network is made up of
two main concepts: bottleneck layers and sliding several filters. By utilizing a bottleneck
layer, time series data dimensions can be reduced while capturing complex features and
overfitting issues can be minimized. Moreoever, this architecture allow to slide several
filters of varying lengths over the given input time series at the same time in order to
capture meaningful patterns at different scales. Our inception network is adapted to hu-
man rehabilitation and extrinsic regression to generate a numerical value that represents
the score associated with the input motion sequence. Figure 1 illustrates the proposed
architecture.

Score Value

Inception networkSkeletons

t = 0 t = 1 t = 2 t = 3 ....

GAP Sigmoid

Fig. 1: The overall framework of our proposed rehabilitation exercise assessment

4 Experiments and Results

4.1 Datasets

For evaluating the proposed approach, we use two separate datasets: KIMORRE and
UI-PRMD. KIMORE dataset [7] contains RGB-D videos collected by Kinect sensor and
clinical scores evaluation of human motions. There are 5 distinct exercises done by control
groups and an unhealthy group. The control group included 44 healthy people, 12 of
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whom were physiotherapists with competence in the treatment of postural and back pain,
while the remaining 32 were non-expert healthy people. The unhealthy group consists of
34 patients who suffer from pain and postural issues and have chronic motor impairments.
(2) UI-PRMD dataset [8] is made up of ten rehabilitation activities that were gathered
from 10 healthy individuals utilizing Kinect and Vicon sensing devices. There were ten
repetitions of the same activity performed by each individual. A comprehensive collection
of data is provided, which includes the positions and angles of the joints throughout the
body.

4.2 Normalization

Before feeding data through deep learning algorithms, normalization processes must be
performed on the data. Because variability in input feature scales can increase the com-
plexity of the model performance. In general, models that are constructed with heavy
weights are unstable, meaning that they perform poorly during learning and exhibit high
sensitivity to input values. The learning process can become unstable when a target vari-
able has a wide spread of values, and the error gradients may be large, causing weight
values to change drastically. As long as your output activation function has a scale of [0,
1], so the target values also fall inside that range. As a result, we normalize all human
motion data into the range [-1, 1], and clinical values between 0 and 1. When we apply
three different methods to normalize clinical scores:

– Initially, we divide the truth values by 100. The results are negatively affected by
dividing by 100 since there is a large difference between the truth values of healthy and
unhealthy subjects. Due to this, a model is not capable of capturing these differences
between healthy and unhealthy clinical scores.

– Second, we apply minmaxscaler to clinical score labels to obtain values between 0
and 1. This strategy is effective when using the second and third splits, but for the
first split, as train and test data is separated it treats the different distribution of
data as the same values, therefore deep learning algorithms treat different clinical
scores in the same manner. This leads models to mislead to find the desired output
values correctly.

4.3 Evaluation Process

For evaluating regression tasks for human rehabilitation exercises we use two metrics:
Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE), as defined below:

MAE =
1

n

n∑

i=1

|xi − yi| (2)

RMSE =

√√√√ 1

n

n∑

i=1

(xi − yi)2 (3)

The Root Mean Square Error indicates how condensed the values are close to the
best-fit line. The Mean Absolute Error computes an absolute average gap between the
actual and predicted data.
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4.4 Experimental Results on Kimore

We train our model on the splitting technique using the leave-one-only cross-validation
(LOOCV) on unhealthy samples. As part of this technique, one subject is used for testing,
and the remaining data serve as a training set, which is combined with healthy and
unhealthy samples. As Deep Learning models are dependent on their initial random
initialization, we run our algorithm 5 times and report in Table 1 average values with
standard deviations for both metrics on each exercise separately.

Table 1: Results of Inception algorithm 5 exercises (Ex) conducted on the KIMORE
dataset by MAD and RMSE metrics

Metric Ex1 Ex2 Ex3 Ex4 Ex5

RMSE 0.33± 0.04 0.31± 0.05 0.42± 0.04 0.34± 0.03 0.28± 0.02
MAE 0.19± 0.03 0.15± 0.03 0.27± 0.04 0.17± 0.03 0.16± 0.02

Considering that we used to leave one out cross-validation which improved model
performance. Moreover, Figure 2 shows the comparison of real (green) and predicted
(red) scores obtained by our approach on test sequences of exercise 2 (lateral tilt of
the trunk with the arms in extension). We can see that our proposed method allow to
correctly predict corresponding scores with low errors.

Fig. 2: The comparison plot between predicted and actual values for the Inception network
on KIMORE dataset

The UI-PRMD dataset was subjected to the same experiments as the KIMORE
dataset using the Inception model. In addition to other experiments related to human
rehabilitation exercises, we applied subject-based leave-one-out cross-validation to pre-
vent the use of the same subject information in both the train and test set at the same
time.

Based on the Figure 3, we can conclude that our proposed method in the UI-PRMD
dataset also shows promising results
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Table 2: Results of 10 exercises conducted on the UI-PRMD dataset by MAD and RMSE
metrics for the Inception model

Ex RMSE MAE

Ex1 0.0227± 0.0047 0.018± 0.0037
Ex2 0.0128± 0.0038 0.01± 0.0032
Ex3 0.0245± 0.0010 0.0178± 0.0011
Ex4 0.0282± 0.0026 0.0233± 0.0027
Ex5 0.242± 0.454 0.0841± 0.1442
Ex6 0.0186± 0.0017 0.0138± 0.0009
Ex7 0.0219± 0.0045 0.0172± 0.0029
Ex8 0.0316± 0.0050 0.0223± 0.0029
Ex9 0.02± 0.0022 0.017± 0.0025
Ex10 0.7436± 1.3082 0.2866± 0.4182

Fig. 3: The comparison plot between predicted and actual values for the Inception network
on UI-PRMD dataset

5 Conclusion

In this paper, we proposed a human rehabilitation assessment approach using the In-
ception network. We modified the original architecture to provide numerical values by
considering our analysis as a multivariate time series extrinsic regression problem. Our ap-
proach is evaluated on two datasets that represent rehabilitation exercises, the KIMORE
dataset and the UI-PRMD dataset. Our results indicate that the Inception network al-
gorithm can be used for human rehabilitation exercises with promising results. As future
work, we aim at investigating explainability methods allowing to understand which part
of the rehabilitation motion is more responsible of a given score.
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1 Introduction 

Autonomous driving has seen rapid development in recent years and is considered one of the 

most promising technologies that could revolutionize the way we get around. However, for a 

vehicle to act autonomously, it must be able to accurately perceive and interpret its 

surroundings [1]. This is where camera-radar fusion (CRF) systems come into play, playing a 

crucial role in providing accurate information about the vehicle's environment. 

In the past, cameras and radar sensors were mainly used as stand-alone systems to gather 

information. Cameras provide high-resolution visual data and enable detailed detection of 

objects and their features. On the other hand, radar sensors provide information about the 

distance, speed, and direction of objects by emitting electromagnetic waves at near the speed 

of light and measuring their reflections [2]. 

The combination of cameras and radar sensors makes it possible to use the strengths of both 

technologies and balance their weaknesses. By fusing the data, accurate and comprehensive 

information about the vehicle environment can be generated. This is crucial for autonomous 

driving, as it allows the vehicle to make precise decisions and interact safely with its 

environment. 

 

The importance of camera-radar fusion systems in the context of autonomous driving lies in 

their ability to ensure reliable perception of the environment in the optimum case. By 

combining the advantages of cameras and radar sensors, the system can accurately detect and 

track obstacles, pedestrians, traffic signs and other vehicles. It enables improved object 

detection, classification, and localization, even under suboptimal weather conditions or in 

situations with limited visibility [3]. 

 

In addition, camera-radar fusion systems help to increase safety in autonomous driving. They 

minimize the risk of misinterpretation and provide a robust basis for autonomous vehicle 

decision making. By providing a comprehensive perception of the vehicle's environment, they 

help detect potentially dangerous situations at an early stage and react accordingly. 
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Overall, camera-radar fusion systems play a crucial role in the further development of 

autonomous driving. They help to improve the performance of vehicle perception, enhance 

safety, or ultimately promote the acceptance of autonomous vehicles in society. Continuous 

further development and optimization of these fusion systems are therefore of great importance 

in making the vision of a fully autonomous vehicle fleet a reality. 

 

 

 

2 Contents. 

In this comprehensive scientific paper, we present a detailed investigation and comprehensive 

analysis of several radar object detection networks that represent the current state of the art. 

[4][5][6]  

 

In doing so, radar data will be analyzed using a CNN to obtain precise and reliable information 

about detected objects.  

 

This approach needs to be further explored in the following to make a qualitative statement about 

its advantage over radar detection through conventional and well researched signal processing. 

 

In the course of our work, we will thoroughly analyze and evaluate the strengths and weaknesses 

of these networks. We will pay particular attention to a specific framework, which we will study 

intensively and make several modifications to optimize the existing pipeline in order to achieve 

significantly increased object detection accuracy.  

 

Our overall goal is to define a unified data format for the neural network, which will serve as a 

fundamental basis for future research.  

 

Furthermore, we would like to create the possibility to create and use our own camera radar data 

sets at the Karlsruhe University of Applied Sciences.  

 

Through this approach, we aim to comprehensively improve the integration of camera-radar-

fusion systems, thereby significantly increasing the overall performance of radar object detection. 
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Abstract. The rise of electric vehicles offers new challenges as increasing en-
ergy efficiency and electric range through energy management systems as well as
avoiding range anxiety by providing reliable range information. To realise this,
predictive approaches based on a calculation of the expected energy consumption
for the route to be driven are a feasible option. However, such approaches, realised
through appropriate algorithms, usually require significant computing time, which
can hinder their application. Therefore, this paper presents an approach to realise
energy predictions using artificial intelligence (AI ) approaches. The training of
these AI models is performed with simulated data, generated by the algorithm
to be replaced. Three AI models are build, trained, evaluated and optimised to
predict a vehicle’s energy consumption. A feed forward (FNN ) and a recurrent
neural network (RNN ) model utilise deep learning approaches while a XGBoost
model represents conventional machine learning techniques. In conclusion, the
deep learning models struggle to match the results of the reference prediction
algorithm, while the RNN model even fails to reduce calculation times. In con-
trast, the XGBoost model is able to generates accurate energy predictions, while
drastically reducing the calculation time.

Keywords: Electric Vehicles, Energy Prediction, Energy Management

1 Introduction

With an increased awareness for energy and resource efficiency as well as stricter emis-
sion regulations a rise of hybrid- and all-electric vehicles occurred over the past years
[1],[2],[3]. Energy management systems can provide smart solutions for the operation of
these vehicles [4],[5]. Accordingly, increased electric ranges and energy efficiency can be
achieved as well as a avoiding range anxiety by providing reliable range information [6].
To achieve this, predictive approaches that rely on prior knowledge of a route are a
suitable solution [7],[8]. The resulting energy prediction can be used for the calcula-
tion of a route specific strategy to control energy consumption/distribution and/or to
enable vehicle users to evaluate range capabilities to mitigate their range anxiety. For
both use cases, a prediction must provide results with sufficient accuracy in acceptable
computation time. Calculation methods based on the previous energy consumption from
historical data can be used in short calculation times, but do not provide precise results.
Empirical prediction methods can also be used, but require large and extensive data sets
that are not widely available [8]. This leaves the use of physical and technical descrip-
tions to create a model based prediction approach. However, these approaches to route
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specific energy prediction cannot be computed in sufficient time and are therefore not
applicable [9],[10]. This is especially the case when detailed models of a vehicle are used,
which leads to an application of relatively simple calculation methods. In contrast, the
best possible prediction of energy consumption for a specific route requires extensive and
detailed models.

For a general applicability, the prediction should be able to provide detailed results
on total energy consumption to derive range information and mitigate range anxiety.
Furthermore the calculation of a predicted energy consumption profile, may be required,
e.g. for implementing an energy control system. Accordingly, the energy prediction must
calculate sufficiently accurate profiles of required data as well as overall correct totals,
such as the total energy consumption. However, this must be done in acceptable cal-
culation times so that the prediction can be integrated into a route planning process
or used by energy management methods. In our context, a prediction algorithm based
on an physical/technical model of vehicle, environment and driver is currently used to
calculate the required energy consumption in the course of a route [8]. This algorithm
provides sufficiently accurate results, but requires several seconds of computation time
for execution and may therefore be too slow for an implementation in real vehicles or for
acceptable user interaction.

Section 2 presents the approach pursued as well as the concept and developing method
for an energy prediction artificial intelligence (AI ). Subsequently, section 3 describes the
implementation of AI energy prediction, focusing on evaluation and optimisation. In
Section 4 the resulting models are examined based on three test scenarios. To conclude,
Section 5 summarises this paper and provides a preview to future work.

2 Simulation Based Development of the Energy Prediction AI

Instead of the existing physical/technical based prediction algorithm, the introduced
approach considers the use of machine learning methods to calculate the required pre-
diction results, e.g. the energy consumption. This approach requires only an initial route
specification to predict the corresponding energy consumption and is presented in Fig. 1.

Fig. 1. Approach towards the use of machine learning for the prediction of a vehicle’s energy
consumption.

The input data for the Artificial Intelligence (AI ) model is provided by a route infor-
mation calculation [11], while the corresponding energy prediction for the AI training is
provided by an energy and dynamic simulation algorithm [8]. Thus, the machine learning
model is trained to replicate the simulated results and is expected to require significantly
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less computing time than the calculation of the previously used prediction algorithm.
Therefore, this approach uses a MATLAB implementation of the prediction algorithm.
The required route data for this is generated by a self-developed MATLAB tool [11],
that allows to provide various route information by accessing corresponding Web-APIs
(Application Programming Interfaces). This information includes, but is not limited to,
the geographical route date, gradients, traffic facilities and weather information. Based
on this and a dataset for the vehicle and the driver, the physical/technical prediction
algorithm generates the energy consumption profile over the course of a route. In order
to reduce the dataset required to evaluate the general approach rather than producing
a fully developed prediction, the driver and vehicle type is fixed and only the route and
environment data are varied.

2.1 Development Method and Selection of the AI Models

To develop an AI model for energy prediction the method displayed in Fig. 2 is used. The
necessary input data and energy prediction is generated by the algorithms implemented
in MATLAB and then used for analysis and pre-processing according to the requirements
of the chosen AI model. Subsequently the AI training loop is carried out, by running,
evaluating and optimising the AI model.

Fig. 2. Method for a simulation based development of a machine learning approach for energy
prediction.

Data Generation and Preprocessing Through preprocessing and analysis of the
generated data, representative datasets are created to be used in model training. The
data generation process includes reading the generated input data and corresponding
prediction results to normalise, standardise and categorise them to ensure their suitability
for the AI models. The subsequent analysis of the data includes a plausibility check that
assesses overall quality and integrity to ensure reliability of subsequent analyses and
model training. In addition, insight into the characteristics of the data is gained for
further development, e.g. through histograms, to understand distribution patterns.

Model Selection As a basic model, a feed forward neural network (FNN ) is selected
based on its successful use in various prediction tasks across different domains and its
ability to handle complex relationships [12]. As the prediction of energy consumption
involves intricate interactions between multiple variables, the capacity of a FNN to learn
and model such complex patterns becomes particularly advantageous. With the avail-
ability of deep learning frameworks, e.g. PyTorch or TensorFlow, the implementation is
also not that complex. In addition, the preparation of the training data is much easier
compared to a recurrent neural network (RNN ), which will also be used. This is due to
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its specific design to capture dependencies within sequential data, which is the case for
energy and dynamic behaviour of a vehicle. In the context of predicting energy consump-
tion, which mainly results from the dynamics and is influenced by past states, the ability
of a RNN to retain and use information from previous inputs seems promising.

While the models already presented use deep learning methods, XGBoost was se-
lected as a third model, which is based on decision trees and ensemble learning. This
model offers efficiency and scalability making it suitable for dealing with large datasets
and computationally intensive tasks. XGBoost can efficiently handle the complexity and
deliver fast and reliable predictions, which is proven successful in various machine learn-
ing competitions and real-world applications. Its robustness and track record make it
a popular choice for tackling diverse prediction problems, which was also demonstrated
across a variety of domains [13].

2.2 Development of the AI Model

After selecting the AI models to be studied for their ability to predict the energy con-
sumption of an electric vehicle, the training of these models is to be carried out. For this
purpose, a framework for development has to be selected first. The training is realised
by AI Training Loop, displayed in Fig. 2, which is executed through two steps. The first
execution is done during the process of model building and training. The second loop run
is performed with the results of an already trained AI model, which are to be evaluated
and may lead to an optimisation of the model.

Framework To build an AI model the selection of an adequate framework ensures
the efficiency of the model development. For deep learning approaches PyTorch and
TensorFlow are among the most widely used frameworks and have gained significant
popularity and a large user base [14]. For this work the implementation of the FNN
and RNN models uses PyTorch as framework, due to its similarities to Python which is
already used for preprocessing, while the XGBoost library itself provides all necessary
resources for building the model.

Building and Training For training, evaluation and optimisation of a model the
dataset is split into a training and validation set. This allows the calculation of an ap-
propriate loss to prevent a bias towards the dataset used for training [15]. The choice
of training to validation split ratio depends on the specific requirements and objectives
of the project. In this case, a ratio of 70:30 is used to create a balance between a suffi-
cient amount of data for training and an extensive amount of evaluation. This balance
is crucial to avoid overfitting, where the model becomes too specialised to the training
data and fails to generalise well to new instances not yet seen. Additionally, the data
is randomly shuffled to achieve more equitable representation of different driving sce-
narios within the training and test datasets, which ensures that the model learns from
a diverse range of situations. Furthermore, to accelerate the training process, scaling of
the features is applied before finally training the AI model with the given dataset. For
the implementation of FNN and RNN models, ReLU is used as activation function and
Adam is used as optimiser.

Evaluation For evaluation of the trained AI model two methods are used. As a first step,
the hold-out method is used to check whether the model generalises well. This involves
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a single instance of data split to training and validation datasets as already described.
As a second step cross-validation is used to gain a more comprehensive understanding
of the model’s performance. This involves multiple datasets of differently split training
and validation data, which are used in the training process. To further evaluate the
generalisation capabilities of the trained models several test scenarios are created that
the model has not yet seen. For this, scenarios are created over different environments,
including city, countryside, and highway settings. To quantify the discrepancy between
the AI predicted and reference energy consumption values, the mean square error (MSE )
and the total energy consumption of a route are used. Furthermore, a comparison of the
computation time between the chosen AI models and the MATLAB simulation tool is
performed to assess the calculation speed and efficiency.

Optimisation To optimise the AI models, both a systematic approach in terms of
hyperparameters and a manual approach of feature engineering are considered. The hy-
perparameter optimisation is performed with a grid search algorithm, which iterates a
set of parameters defined by the developer and evaluates the model performance for each
variant. For optimisation the GridSearchCV algorithm is used, which combines cross-
validation with hyperparameter tuning [16]. Accordingly, this brute force search can find
the hyperparameter set that performs best over all possible parameter combinations,
also taking into account the generalisation of the model. Furthermore, a optimisation of
the model is to be achieved by adding features created by the developer, which are not
presented in the given dataset but seem promising to increase the model performance.

3 Implementation

To develop the chosen AI models for energy prediction an implementation for train-
ing and executing these models is required. Furthermore, corresponding representative
datasets are required. Therefore, test scenarios are defined and the resulting data is
analysed to ensure data quality. Finally the features and labels for the creation of the
AI models are defined so that evaluation and optimisation can be carried out.

3.1 Data Generation and Analysis

As a first step for building and training of the AI models test scenarios are defined and
corresponding data is generated by the given MATLAB tool. Based on this data it is
crucial to examine the data for sanity and reasonability.

Data Generation For generating the required test scenarios a variety of routes is
created across various driving scenarios, including city, countryside, and highway routes,
to provide diverse and representative conditions. The dataset should contain a diverse
specification of route properties, such as road gradient, number of traffic lights, weather
and wind conditions, season and daytime conditions as well as tyre configurations.

Sanity Checks and Histogram Analysis The examination of the generated data
revealed some problems with the functionality of the MATLAB tool used, particularly
related to its use for generating representative data sets for training AI models. For
example the tool generates weather related data according to the actual conditions.
However, a histogram analysis of these generated datasets shows that this does not lead
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to a proper distribution of weather related data. Accordingly, the tool was adjusted
to manually set weather conditions to achieve a diverse distribution of weather data.
Another finding was that generated times for sunrise, sunset and actual time are difficult
to interpret and therefore not suited well as features. However, this data is only used
by the prediction algorithm to determine the daytime. As a consequence, the tool was
changed to manually setting the daytime to be used as a feature. In addition, it is also
important to check the distribution of the data, as was done for the given curve radius
data. A noteworthy observation in this data plot is a significant concentration of data at
a value of 5000 m, which indicates that the steering wheel is in a straight position. With
the knowledge of this skewed distribution, an optimisation approach can be carried out.

Selection of Features and Labels After careful investigation on the provided data
the features for building the AI model can be defined. The chosen features are tire
type, ambient temperature, weather state, daytime, curve radius, gradient, air density,
resulting wind speed, speed limits, tunnels and traffic signals. To represent the energy
prediction capability, the electrical energy consumption is chosen as label.

3.2 Evaluation and Optimisation

After the successful building of the AI models, the evaluation and optimisation of these
models are the next essential steps to improve overall performance and accuracy. The
deep learning models will be evaluated using the loss curves calculated by the MSE and
serve as a visual tool for understanding a model’s learning behaviour.

Increasing Data Points For the first experiment, a FNN model, consisting of four
hidden layers with 1024 neurons in each layer, a learning rate of 0.001 and 300 training
epochs is implemented. This model is trained with a dataset of 100,000 data points and
results in the loss curve displayed in Fig. 3.

Fig. 3. Loss curve of a FNN experiment.

At first glance, the loss trend of the train and the validation data appears promising.
However, for final evaluation the model was used to make a prediction on a previously
unforeseen test scenario. This evaluation shows that the model falls short when applied to
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previously unseen data, which could lead to the assumption that the model is overfitting.
The corresponding loss curve in Fig. 3, however, has no clues, as the validation curve
hardly deviates from the training curve. Therefore, the assumption is made that the
number of training points is not sufficient.

Evaluation of the Amount of Training Data Establishing the precise number of
data points necessary to build an accurate AI model presents a challenge since it highly
depends on the specific problem at hand. Therefore, the scikit-learn Python library pro-
vides a method where different amounts of data points are tested via cross validation to
investigate, whether an increase in data points leads to an improvement in the model’s
predictive accuracy. Fig. 4 presents a visual representation of this method, applied to an
XGBoost model by using the MSE as a metric to evaluate the model’s accuracy, using
the total energy consumption as a target variable. The used XGBoost model consists
of 100 decision trees with a maximum depth of 5 for each tree, while a learning rate of
0.1 and a 5-fold cross validation are used. This example shows, that between 50,000 and
150,000 data points the curve still drops significantly, while past the 300,000 data points
mark, no significant changes are observable.

Fig. 4. XGBoost learning curve by evaluating different sizes of training examples.

Optimising with GridSearchCV To optimise the hyperparameter the GridSearchCV
algorithm provided by scikit-learn is used. As this functions utilises brute-force iteration
of the hyperparameters and combines this with an application of cross-validation it should
be noted that it is a time intensive calculation. However, the optimisations that can be
achieved with this are limited, especially compared to other optimisation approaches such
as feature engineering. For example, when applied to an FNN model, the training loss is
only improved by 10.68 % and the validation loss is only improved by 4.62 %, while the
training time triples.

Feature Engineering The evaluation of the trained AI models as well as the knowledge
of the used prediction algorithm shows that the representation of traffic signals can
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have a significant influence on the resulting prediction. Therefore, a new feature called
distance trafficSignals is introduced, which describes the distance to the next traffic signal
in order to represent the approaching behaviour of a vehicle. To evaluate, whether the
new feature provides an advantage a FNN model consisting of six hidden layers with
1024 neurons in each layer, a learning rate of 0.0001 and 300 training epochs is used.
With the inclusion of the new feature, a remarkable improvement of 36.72 % in training
loss and an enhancement of 37.53 % in validation loss is achieved, while there was only
a marginal increase in the total training time.

Optimising by Data Scaling Adjustment Based on the analysis of the histograms,
it was suggested that different methods may be useful for scaling the data. Accordingly,
two experiments are conducted to determine whether the use of a quantile transformation
leads to an improvement in model accuracy compared to the use of standardisation. To
carry this out a FNN model consisting of six two layers with 512 neurons in each layer,
a learning rate of 0.0001 and 200 training epochs is used. This experiment shows, that
the use of a quantile transformation as data scaling technique results in a reduction of
16.57 % of training loss and 11.97 % of validation loss.

Optimising the RNN model The evaluation and optimisation of the RNN model
is of particular interest, as different sequence lengths have a significant impact on the
performance. Accordingly, the sequence length is varied during the evaluation process to
gain comprehensive insights how this factor influences the model’s ability to learn, gener-
alise, and predict. To speed up the experimentation, a simplified RNN model consisting
of two layers with 128 neurons in each layer, a learning rate of 0.001 and 100 training
epochs is used. As a baseline the RNN is essentially transformed to a FNN by using a
sequence length of one and is compared to a RNN with a sequence length of six. This
shows significant improvements regarding training and validation loss, while tripling the
time required for training. A further increase to a sequence length of ten does not lead
to another improvement but reveals issues with the simplified model. As a consequence
the complexity of the RNN is increased to four hidden layers with 512 neurons in each
layer, a learning rate of 0.0001 and 200 training epochs. Using this model, it can then be
shown that a further increase in the sequence length does not offer improvements, which
is why a sequence length of ten will be used for the RNN model.

3.3 Resulting Models

After applying the evaluation and optimisation activities to the models, this results in
three descriptions for further use in discussion. To ensure a fair comparison between the
deep learning models, the FNN and RNN model are configured with identical hyperpa-
rameters. The models consist of four hidden layers with 512 neurons in each layer, while
training is done in 200 epochs with a learning rate of 0.0001. As already mentioned, the
RNN uses a sequence length of 10. In contrast, the optimised XGBoost model employs
different parameters It consists of 400 decision trees with a maximum depth of 18 for
each tree and uses a learning rate of 0.1.

4 Evaluation and Discussion

The evaluation and discussion of the developed AI models is based on the application
to 3 test scenarios that are unknown to the models. For evaluation the calculation time of
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the prediction models as well as the accuracy of the resulting energy consumption profile
and corresponding total are considered and compared with the originally used MATLAB
prediction algorithm.

4.1 Test Scenarios

For evaluation of the energy prediction capabilities of the AI models three test routes
representing a specific route type are used. The first scenario is an urban route with a
length of approximately 5 km, 11 traffic lights and mainly driven at a speed of 50 km/h.
It is simulated during the day with summer tyres under overcast skies and an ambient
temperature of 11 °C. The second scenario is a route with a significant highway part,
predominantly high speed sections over 100 km/h over a distance of around 26 km with
only 6 traffic lights. The simulation is based on broken clouds during the day, an ambient
temperature of 14 °C and winter tyres. A third scenario is used, representing a countryside
journey, usually at a speed of over 70 km/h over a distance of approximately 22 km
and significant differences in altitude between 633 and 1233 metres above sea level. The
journey is simulated using winter tyres at an ambient temperature of 13 °C and scattered
clouds during the day.

4.2 Evaluation

The energy prediction results of the MATLAB prediction algorithm used as a refer-
ence and the results of the three AI models are presented for each test scenario in
Tables 1, 2 and 3. Across all three routes, the models produce different results. On the
city route, the FNN slightly under predicts the energy consumption by approximately 7 %
compared to MATLAB, while both RNN and XGBoost overpredict, with differences of
15.4 % (RNN ) and 11.7 % (XGBoost) respectively. For the countryside route, the dif-
ferences between MATLAB and the AI models are more significant. The FNN notably
predicts negative energy consumption, while the RNN significantly underestimates it
by 40.5 %. In contrast, XGBoost slightly overpredicts the energy usage by 5.2 %. On
the highway route, all three models underestimate energy consumption to varying de-
grees, with the prediction of XGBoost again coming closest to the reference, but still
underestimating by 13 %.

Table 1. Evaluation of characteristics of test scenario 1 (urban route).

MATLAB Algorithm FNN RNN XGBoost

MSE of Energy
Consumption

- 0.069 Wh 0.064 Wh 0.059 Wh

Total Energy
Consumption

0.466 kWh 0.434 kWh 0.538 kWh 0.521 kWh

Calculation Time 3.66 s 0.34 s 5.78 s 0.01 s

In general, XGBoost seems to offer more consistent results and appears to perform
particularly well across different routes compared to the deep learning models. Further-
more, it is notable that for all three routes, the XGBoost model achieved the lowest
MSE values, indicating that its predictions are closer to the reference values. In terms of
calculation time, the XGBoost model again stands out among the three AI models. Not
only does the model provide the most accurate predictions, it also has by far the shortest
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calculation times. For all three routes, the calculation time to run the XGBoost model is
measured in the order of hundredths of a second. In comparison, the MATLAB algorithm
and the RNN model take several seconds and the calculation of the FNN model takes
at least a few milliseconds.

Table 2. Evaluation of characteristics of test scenario 2 (highway route).

MATLAB Algorithm FNN RNN XGBoost

MSE of Energy
Consumption

- 0.110 Wh 0.082 Wh 0.054 Wh

Total Energy
Consumption

4.270 kWh 3.048 kWh 3.173 kWh 3.713 kWh

Calculation Time 7.75 s 1.36 s 29.57 s 0.03 s

Table 3. Evaluation of characteristics of test scenario 3 (countryside route).

MATLAB Algorithm FNN RNN XGBoost

MSE of Energy
Consumption

- 0.160 Wh 0.077 Wh 0.038 Wh

Total Energy
Consumption

2.341 kWh -0.211 kWh 1.393 kWh 2.462 kWh

Calculation Time 6.93 s 1.17 s 22.81 s 0.02 s

When comparing the prediction of energy consumption profiles, Fig. 5 shows that all
models have problems with the accurate prediction of energy peak values. In particular,
the models tend to underestimate the peaks, especially in stop-and-go scenarios, such as
red traffic lights. In some cases, the models also shift the energy peaks, indicating an
incorrect prediction of the traffic light condition.

4.3 Discussion

In conclusion, the XGBoost model, which represents the conventional machine learning
approach, achieves the best results in terms of predictive accuracy and calculation time.
Regarding computational efficiency, the FNN model outperforms the RNN model, il-
lustrating a trade-off between predictive accuracy and computational speed. However, it
should also be noted that due to the recursive nature of the RNN model, calculation
times increase drastically for longer distances. This issue disqualifies the use of the RNN
model as a replacement of the MATLAB algorithm. Nevertheless, with the FNN model,
there is a risk that the prediction is significantly inaccurate, such as in the prediction for
the countryside scenario, which could also hinder the use of this approach.

5 Conclusion

With the motivation to use detailed models for predicting energy consumption for speci-
fied routes, an approach is pursued that uses machine learning to reproduce these results
in less computing time. Towards this, two deep-learning models and one model based on
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Fig. 5. Predicted energy consumption of test scenario 1 (city route) of the MATLAB prediction
compared to the prediction of the AI models.

traditional machine learning are used. As deep learning models, both a FNN as a simple
approach and a RNN model to account for the recursive nature of energy prediction
are used. In addition, a XGBoost model represents a conventional machine learning ap-
proach using decision trees and ensemble learning methods. All three models are trained,
evaluated and optimised to predict the electrical energy consumption of an electric ve-
hicle based on given route and environment characteristics. The corresponding training
data is generated by a MATLAB prediction algorithm, which is to be replaced by the
AI models. However, the results show that the deep learning models struggle to match
the results of the reference prediction algorithm. In contrast, the XGBoost model using
a conventional approach successfully generates accurate energy predictions, while dras-
tically reducing the calculation time. To conclude, it is shown that it is possible to make
an energy prediction with an alternative method to the use of a physics-based algorithm.

The first assessment of the models is to be expanded in future work. On the one hand
further evaluation is to be carried out, comparing the predictions of the AI models to
measured energy consumption. On the other hand the scope of the AI models prediction
can be expanded, e.g. by predicting further energy and dynamic quantities.
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Abstract. In this paper we present the concept of the ”KI-Labor Südbaden” to
support regional companies in the use of AI technologies. The approach is based
on the ”Periodic Table of AI” and is extended with both new dimensions for
sustainability, and the impact of AI on the working environment. It is illustrated
on the basis of three real-world use cases: 1. The detection of humans with low-
resolution infrared (IR) images for collaborative robotics; 2. The use of machine
data from specifically designed vehicles; 3. State-of-the-art Large Language Models
(LLMs) applied to internal company documents. We explain the use cases, thereby
demonstrating how to apply the Periodic Table of AI to structure AI applications.

Keywords: AI use cases, Periodic Table of AI, KI-Labor Südbaden

1 Introduction

Recent economic studies suggest that AI and related technologies have enormous po-
tential to add value to the German economy. [1]. It is expected, particularly through
advances in new technologies from generative AI, that an increasing number of tasks in
a variety of professions can be supported or automated by AI technologies. This will not
only lead to significant productivity gains, but also to the transformation of daily work
routines for many people.

However, this expected value contribution of AI-based systems, despite their advan-
tages, has not yet been currently seen in implementation. Especially small and medium
sized businesses face challenges in integrating AI systems within the current workforce,
internal processes, and business strategy. The lack of comprehension and expertise in im-
plementing best practices further complicates and hinders commencement of AI system
integration [2, 3]. Publically funded programs, through facilitation services, are striving
to support SMEs with digitalization assistance as well as with access to AI expertise.

The ”KI-Labor Südbaden”1 is part of a network of 16 ”AI Labs” in the state of Baden-
Württemberg and has a strong regional focus to support small and medium companies
in the Upper Rhine region. In this paper, we present the concept of the ”KI-Labor
Südbaden” to support regional companies in the adoption and use of AI technologies. As
one part of our activities, we developed a concept based on the ”Periodic Table of AI”
[4, 5]. The contribution is structured as follows: First we discuss the current state of the
concept of the Periodic Table of AI and provide background information on AI within
work systems. We then describe three real-world AI use cases from different domains

1 https://ki-suedbaden.de/
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and using different AI technologies that were co-developed with local businesses through
the KI-Labor Südbaden project. Next, we demonstrate how the Periodic Table of AI can
be applied and illustrate the various challenges companies are facing when they start to
use AI technologies. After that, we present the current state of our extended version of
the periodic table of AI, and apply it to the three use cases, before concluding with an
outlook on future work.

2 Background

2.1 Periodic Table of AI

In 2016, Kristian Hammond [4] published the idea of the ”Periodic Table of AI” (PTAI)
as a structural and conceptual framework for AI functionalities, independent of specific
technologies. An an analogy to the periodic system of elements, the PTAI consists of 28
basic elements that can be combined like LEGO® bricks for assembly into complex AI use
cases and applications. Examples of such elements are Speech Recognition (Sr), Predictive
Inference (Pi), or Decision Making (Dm) (see Fig.1). The elements are organized into
three groups: 1) Assess – Receiving and recognising information, 2) Infer – Processing,
inferencing and learning from that information, and 3) Respond – Taking actions. Fig. 1
shows the elements of group Assess in blue, elements of group Infer in green and orange,
and elements of group Respond in red.

– The group Assess is comprised of the following recognition and identification ele-
ments: Speech recognition (Sr), Audio recognition (Ar), Face recognition (Fr), Image
recognition (Ir), General recognition (Gr), Speech identification (Si), Audio identifi-
cation ( Ai), Face identification (Fi), Image identification (Ii), General identification
(Gi), Data analytics (Da), and Text extraction (Te).

– The group Infer includes: Predictive inference (Pi), Explanatory inference (Ei), Syn-
thetic reasoning (Sy), Planning (Pl), Problem solving (Ps), Decision making (Dm),
Language generation (Lg), Language understanding (Lu), Relationship learning (Lr),
Category learning (Lc), and Knowledge refinement (Lt).

– The group Respond consists of the elements: Mobility large (Ml), Mobility small
(Ms), Manipulation (Ma), Communication (Cm), and Control (Cn).

When selecting at least one element from each group, this results in an ”AI element
triple” that might inform an AI-driven use case or application [4]. In that way, the
PTAI facilitates the conceptual configuration of such use cases, resulting in a high-level

Fig. 1. Periodic Table of AI [5, 4]. Assess elements in blue, Infer in green and orange, and
Respond in red

.
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description of the use case or application; this description reflects the complexity and
technological requirements [6].

In addition, the PTAI can serve as an educational tool for both digital experts and
non-experts, providing fundamental knowledge of AI functionalities and thereby facilitat-
ing communication across varying levels of AI proficiency. Consequently, PTAI supports
the comprehension of AI by both technical experts and non-experts. For example, Mylo
et al. [7], applied the method within a project between machine learning experts and
military operators, and demonstrated that it fostered effective communication and col-
laboration between these two groups [5, 6, 8].

In 2018, Germany’s digital association ”Bitkom” echoed Hammond’s call for further
development, and elaborated on the description of the elements and their use in practice
[5]. However, as stated by both Hammond and Bitkom, there is still room for improve-
ment in the PTAI. For example, there are missing elements for speech or image generation
(while language generation is included) [5]. The user study by Mylo et al. [7] revealed
misconceptions arising from either broad element titles or confusion between ”recogni-
tion” and ”identification” in the Assess group of elements, suggesting that the PTAI
could be improved in terms of its comprehensibility.

Dietzmann and Alt [8] developed PTAI v2. They reduced the PTAI to 25 elements
and rearranged them: firstly, along the abilities of perception, processing, action, and
learning (based on Russell and Norvig’s [9] concept of the intelligent agent), and secondly,
by complexity. For this, they extended the PTAI by assigning types of human intelligence
defined by Gardner [10] to each element in order to express its complexity. The number
of assigned intelligence types gives each element its degree of complexity. Based on the
PTAI v2, Dietzmann [6] developed an additional AI application taxonomy, with a focus
on the configuration of AI applications detailing functionalities and characteristics while
using PTAI v2 for use case analysis. However, the approach by [6, 8] does not include
the work system integration and it considers only aspects that affect processes when it
comes to organizational impact.

2.2 AI in Work Systems

The successful integration of AI applications within businesses necessitates a comprehen-
sive socio-technical system approach [11–15]. The importance of this is recently demon-
strated by the second edition of the DIN/DKE AI standardization roadmap [16, p. 153-
176], in which a separate chapter on socio-technical systems has been added. The socio-
technical system theory aims to ”describe and explain the behavior of organizations
and their members while providing critical insights into the relationships among people,
technology, and outcomes” [17, p. 66]. The socio-technical perspective suggests that the
social and technical subsystems are interdependent and inseparable within a work system
and thus determine its effectiveness. In that way, a socio-technical system approach for
AI takes into account the development of both social and technical subsystems of work
while in relation to a specific context / relevant external environment. The implementa-
tion of AI, as a technological change, can have either a positive or negative impact on the
overall work system, thereby ultimately affecting individuals [13]. Fig. 2 illustrates the
integration of AI technology within a larger socio-technical work system and its impact
on the overall system and individual interactions [12]. While some research started to
draw attention on the technology, tasks, and people components, the context – specifi-
cally the organization and environment components, as well as the interactions among
all components – are under-investigated [18, 11].
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Fig. 2. AI integrated work system adapted from [12].

The DIN/DKE AI standardization roadmap [16, p. 153-176] proposes considering the
socio-technical perspective along the complete AI life cycle; especially meeting sustain-
ability criteria would be required. The roadmap sheds a first light on the AI life cycle
with respect to the relevant socio-technical issues along the phases Initiation, Design
and Development, Verification and Validation, Transfer to the Operational Environment,
Operation and Monitoring, Reevaluation as well as Continuous Validation and Decommis-
sioning. In addition, the need for standardization with regard to socio-technical aspects
in the design of AI systems is identified.

von Garrel et al. [19] extend Hammond’s general idea of structuring AI use cases.
While the PTAI only focuses on the logical structuring of AI use cases from an AI-
centric-perspective, von Garrel et al. focus on structuring AI use cases based on a socio-
technical perspective, i.e. that the human perspective is taken into account. With this in
consideration, the morphological box includes 14 characteristic features that describe the
aspects of the AI use case, as well as how it affects the work system and its employees.
Similarly, von Garrel et al. also call for the expansion and further development of the
morphological box [19].

3 Use Cases

In this section, we explain the three real-world use cases, thereby demonstrating how to
apply the PTAI to structure AI applications.

3.1 The Detection of Humans with Low-resolution IR Images for
Collaborative Robotics

The first use case focuses on applying established methods from image processing and
object recognition in a new environment. In addition to solving technical issues, this
use case also has to address questions of labelled data acquisition, legal issues of data
protection and privacy, and employee safety.

In general, this use case is about improving human-machine interaction in the ongoing
production process and avoiding accidents between robots and humans in the production
environment. To that end, the following tasks are necessary:

177



– Step I: Detecting humans in the working environment of a collaborative robot in a
production hall,

– Step II: Calculating the probability of when a person is in the vicinity and ap-
proaching the robot, and deciding on the appropriate behavior of the robot,

– Step III: Initiating slowing down or stopping the robot.

Based on the decomposition into specific task steps and their description, suitable AI
elements are mapped and put into context:

– Step I: In this specific case, low-resolution infrared images are used for cost-efficiency
and data privacy reasons. Having a look at the PTAI, we can find Assess-element
Image Recognition (Ir). The image recognition functionality enables ”the detection
of certain object types in images or video signals” [5]. In this case, the object type
sought is the human being.

– Step II: The results of the image recognition process are used to infer whether a de-
tected person will approach the machine, and to determine the appropriate behavior
of the robot. The Infer -element Predictive Inference (Pi) predicts events based on
the current state of the environment. The Decision Making (Dm) element chooses
a particular course of action or solution based on available information, alternative
options, and a set of objectives. These courses of action range from avoidance to
stop manoeuvres. While ensuring that employees are not put at risk is crucial, it is
also important to maintain high productivity, thereby necessitating the avoidance of
unnecessary stops or overly complicated evasive actions.

– Step III: Depending on the decision made beforehand, the autonomous control of
the robot’s movement would be enacted. The Respond -element deemed suitable for
this purpose is referred to as Mobility Small (Ms), and it effectively governs the
movement of robots that operate within indoor environments while performing tasks
and interacting with individuals.

3.2 The Use of Machine Data from Specifically Designed Vehicles

The second use case aims to make AI methods actionable for a regional manufacturer
of specifically designed vehicles. Time series data from the vehicles is currently collected
but not really used. The initial focus in this use case is on questions of data quality, data
preparation / exploratory data analysis, and predictive maintenance. In the predictive
maintenance use case, time series data such as engine speed and fuel consumption is used
to predict defects before they occur. This specific use case again can be broken down into
three separate steps:

– Step I: Analyze the data to extract the information it contains.

– Step II: Understand the relationship between the data and the presence of defects
based on past states, to be able to predict future defects based on the current state.

– Step III: Pass on the information to the responsible personnel.

Mapping the AI elements:

– Step I: In this use case, the data must be analyzed in detail in order to extract the
information it contains. The corresponding Assess-element is Data Analytics (Da),
which refers to the analysis of data for the identification of the current facts and
events represented by the data.
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– Step II: The second step uses time series data to build a predictive model. This
model learns statistical relationships between the given features and the presence
of defects. Therefore, the probability of a defect occurring in the near future could
be predicted. The corresponding Infer -element is Prediction Inference (Pi), which
predicts future events based on known data about the current state.

– Step III: Finally, the information has to be communicated to the appropriate per-
sonnel (for example, by triggering an alert). This task is described by the Respond -
element Communication (CM). It is generally defined as a mechanism that supports
communication between human and machine.

3.3 Chatting with Internal Company Documents Based on Current LLMs

Finally, the third use case deals with the use of current large language models (LLMs)
within companies. The intention is to make internal company knowledge accessible to
users via a Q&A chatbot. The main focus here is on reliability and accountability of the
answers. As in the previous examples, we explain this use case based on the elements of
the PTAI. The use case can be broken down into three separate steps:

– Step I: Extract information from the company’s documents and the question posed,
– Step II: Understand the meaning and the context of the question and the document,

and then answer the question in natural language based on the given information.
– Step III: Pass on the information to the user in natural language.

Mapping the AI elements:

– Step I: In this use case, it is necessary to accurately extract information from the
company’s documents and to extract the information from the user’s question. This
task is described by the Asses-element Text Extraction (Te), which analyzes and
extracts the information of a given text.

– Step II: The second step is divided into two separate subtasks. Firstly, it is neces-
sary to understand both the question and the documents in order to be able to map
related elements within the documents, and also to match the document information
with the question’s requested information. The matching Infer -element is Language
Understanding (Lu), which is responsible for understanding the meaning and the
context of the texts by creating semantic representations. Secondly, the matching
information of the documents has to be converted into natural language. The re-
sponsible Infer -element for this task is Language Generation (Lg), which generates
natural text from a logical knowledge representation.

– Step III: Finally, the information has to be communicated to the user, e.g. visually
or acoustically. For this purpose, the Respond -element Communication (CM) is used.
It is generally defined as a mechanism that supports communication between human
and machine.

4 Extended Periodic Table of AI

After the original PTAI offered the possibility to logically structure AI use cases, and
von Garrel et al. [19] extended the general idea by focusing on the socio-technical as-
pects of AI use cases, we combine these aspects and further extend the system with a
sustainability perspective [16]. For this approach, the standard PTAI serves as a basis
and is extended by two additional independent dimensions focusing on the impact on
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the working environment and on sustainability. To represent the impact on the working
environment, the elements of von Garrel et al.’s morphological box are adopted. The
sustainability dimension is based on the UN’s 17 sustainability goals [20]. The specific
integration of the two added dimensions to form a cohesive framework is still a work in
progress. Nevertheless, some implications for the working environment and for sustain-
ability are illustrated below by reference to the three use cases previously introduced. For
these examples we focus on the features, ”nature of work”, ”level of autonomy”, ”mode
of interaction”, ”social presence”, ”explainability/transparency”, ”change of the working
system” and ”user” from von Garrel et al.’s morphological box to examine the impact
of the use cases on the working environment. To study the impact of these use cases on
sustainability, we individually focus on a subset of the UN’s 17 sustainability goals.

4.1 The Detection of Humans with Low-resolution IR Images for
Collaborative Robotics

Working Environment The Infrared human detection is intended for use in collabora-
tive robotics, i.e. the robot’s goal is to navigate independently around objects and people,
while assisting workers. Independent human avoidance makes the ”nature of work” reac-
tive and the ”level of autonomy” ”automated” or even ”fully automated”. The ”user” is
a worker and the ”mode of interaction” can be classified as ”physical”, ”collaborative”
and ”mobile”. As the use case is based on object detection, it is possible to mark the
object that is recognised as human, leading to at least a low level of ”explainability/
transparency”. Overall, the ”change of the work system” is moderate. This is mainly due
to the fact that collaborative robots are designed to be flexible [21, 22]. However, a major
challenge might be employee acceptence of AI and collaborative robots as a tool, seen as
something that supports them rather than something that replaces them.

Sustainability The Infrared human detection use case mainly relates to four of the 17
sustainability goals:

– Goal 5: Gender Equality
– Goal 8: Decent work and economic growth
– Goal 10: Reduced Inequalities

Gender equality and reduced inequalities: Gender equality concerns creating a
level playing field for people regardless of gender, particularly in social, legal, political
and economic spheres. The goal of ’reduced inequalities’, particularly in sub-goal 10.3, is
to ensure equal opportunities for all and to end discrimination. Injustice does not nec-
essarily have to be caused by humans. Artificial intelligence, for example, can also build
up prejudices and thus treat people unequally. For example, in the context of the given
use case, people of a certain gender, body type, height or skin colour might be better
recognised than others. In order to avoid such outcomes,countermeasures are appropri-
ate, such as the use of low-resolution infrared images in combination with optimization
methods to improve image quality.

Decent work and economic growth: This Sustainable Development Goal seeks
both economic growth, and safe and decent working conditions. For example, Goal 8.8
calls for the protection of labour rights and the promotion of safe working environments.
It should be mentioned that very monotonous work can also pose a health risk. For
example, findings by Farmer and Sundberg [23] or Sommers and Vodanovich 2000 [24]
suggest a link between perceived boredom at work and mental illnesses such as anxiety
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and depression. Robots along with collaborative robots, as in our use case, can take over
monotonous tasks and thus potentially contribute to reducing the perceived boredom of
workers. Object recognition is used to recognise and avoid people. Therefore, it also helps
to ensure safety in human-robot interaction.

4.2 The Use of Machine Data from Specifically Designed Vehicles

Working Environment In this use case, the data from the vehicles is used to predict
impending failures. The relevant personnel are alerted if the current data indicates future
failure. To do this, existing information is combined to draw logical conclusions, making
the ”nature of work” ”combinative.” The ”level of autonomy” can be classified as ”deci-
sion support,” so that the ”user,” the relevant personnel, would be the final decider. This
person is informed by means of displayed output, which makes the ”mode of interaction”
”conventional software”. Especially in this use case, it is pertinent to also display the
original data, in order to help the relevant personnel to make the correct decision. This
leads to at least a low level of ”explainability/ transparency”. Overall, the ”change of
the work system” would be low, because the work in general would not change drasti-
cally. The conventional way of communication would also presumably facilitate employee
acceptance of AI as a tool for improving their decisions.

Sustainability The sustainability goals that are primarily affected by this use case are:

– Goal 8: Decent work and economic growth
– Goal 12: Responsible consumption and production

Higher Level of productivity: The aim of predictive maintenance is to predict
failures before they occur. This can increase productivity by reducing the downtime of
the machines, which is in line with sub-goal 8.2. It calls for productivity to be increased
through, among other things, the implementation of technological innovation.

Resource efficiency: Predictive maintenance not only increases productivity by
reducing downtime, but it can also extend the lifespan of the machine by keeping it
consistantly well maintained. This is in line with both sub-goal 8.2 and sub-goal 12.5.
While 8.2 calls for greater resource efficiency and more sustainable consumption and
production, 12.5 calls for the reduction of waste, including through prevention.

4.3 Chatting with Internal Company Documents Based on Current LLMs

Working Environment In this use case, a chatbot is used to inform clients about
complicated contract documents. To gather more reliable information, the clients still
need to consult an expert. The text generation from information in the documents can
be seen as a ”combinative” or even a ”creative” ”nature of work”. Also, the chatbot
works completely independently, which makes the ”level of autonomy” fully automated.
As mentioned above, the ”user” is a ”client”. The chatbot communicates with the user via
a user interface, which makes the ”mode of interaction” conventional software. To enable
the user to check the information in the original document, the referenced sections of the
text are provided. This at least leads to a low level of ”explainability/ transparency”.
Overall, the ”change of the work system” is minor, because the work in general does
not radically change. The expert will still be consulted when necessary. Again, the main
challenge might be employee and client acceptance of the chatbot as a useful tool.
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Sustainability The sustainability goal that is primarily affected by this use case is:

– Goal 8: Decent work and economic growth

Higher Level of productivity: By implementing the chatbot, many simple ques-
tions can be answered without consulting an expert. This allows the experts to focus on
the cases where their expertise is actually needed. It is also likely to lower the inhibition
threshold for clients to inquire about the document details, as expert consultation be-
comes required less often. Taken together, these two effects have the potential to increase
productivity, which is in line with sub-goal 8.2.

5 Conclusions

The article explains the aforementioned use cases and demonstrates how the Periodic
Table of AI can be used to structure AI use cases and applications. It illustrates how
simple AI element triples can be created to configure a manageable, yet complex AI
use case and application from elusive problem settings such as employee protection from
accidents with collaborative robots. It also further facilitates the discussion between
domain experts and digital / AI experts [6]. Furthermore, an extension of the PTAI
is proposed that includes a dimension based on von Garrel et al.’s morphological box
[19] and a dimension based on the 17 UN sustainability goals [20]. This concept helps to
represent the whole impact of a specific AI use case, both inside and outside a business use
case. The application of the two added dimensions is demonstrated with three real-world
examples, providing a holistic view of each of the use cases. Further work focuses on the
implementation of the adaptations proposed by Dietzmann et al. [6] for the conception
and creation of a coherent extended PTAI framework.
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nomic Affairs, Labour, and Tourism under the project ”KI-Labor Südbaden”.
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Abstract. In the field of advanced driver assistance systems (ADAS) testing
and autonomous driving (AD) feature evaluation, novel approaches relying on
augmented reality (AR) promise to deliver cost-saving benefits. These forward-
looking approaches leverage vSLAM techniques to create mapping solutions that
are essential for augmentation. A critical challenge, however, is maintaining the
high precision required for these maps and, by extension, the SLAM algorithm
itself. This precision is often compromised by the presence of false-positive de-
tections of feature points. In response to this challenge, this paper presents an
improvement to the ORB-SLAM3 algorithm. The proposed approach incorpo-
rates semantic segmentation without compromising processing speed to increase
the precision and reliability of the SLAM system. This is to ensure that the in-
tegration of AR-based solutions in the automotive sector is both effective and
sustainable, providing tangible benefits in the testing and development of ADAS
and autonomous driving technologies.

Keywords: Artificial Intelligence, Augmented Reality, Advanced Driver Assis-
tance Systems, Visual Simultaneous Localization and Mapping, 3-Dimensional
Modeling, Image Segmentation, Object Detection

1 Introduction and Motivation

Understanding of the surrounding world of vehicles and robots is essential for automation
[1, 2] and testing of automated systems using augmented reality (AR) [3]. While there
are approaches that only use the current perception of the vehicle for planning , others
are based on pre-built maps for localization and orientation. These maps are required
for automated driving to interpret and analyse the current state of the environment
and to navigate the vehicle efficiently. A common approach for map generation is the
usage of Light Detection and Ranging (Lidar) which allows robust creating of maps and
the relocalization inside those maps but the sensors are quite expensive. Pure visual
approaches require only cameras for mapping and localization and are therefore cost-
efficient and suitable for automotive and robotic applications. For visual approaches,
it is necessary to have knowledge about meaningful feature points for relocalization.
Therefore, we present an approach for enhancing visual Simultaneous Localisation and
Mapping (vSLAM) in automotive applications by filtering of feature points for gaining
robustness for AR-based testing of advanced driver assistance systems (ADAS).
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2 State-of-the-Art

In this section, we will focus on the state-of-the-art in mapping and localization of vehicles
and information extraction from images based on semantic segmentation. After a brief
overview on techniques and approaches, the algorithms chosen for our experiments will
be presented and their functionality will be explained.

2.1 Simultaneous Localization and Mapping (SLAM)

Various methods have been established to map the environment only based on images in
a three-dimensional virtual map like Structure From Motion (SfM), vSLAM, and Visual
Odometry (VO) [4]. This offers the possibility that no sensors other than the camera
system are needed to create a 3D model of the environment. Thus, there is no need for
costly sensors like Lidar or Radar. While VO attempts to reconstruct the path step by
step, pose by pose and may optimize only the last n poses of the trajectory using a
window-based bundle fitting approach, vSLAM is primarily concerned with ensuring the
consistency of the global map. The framework of vSLAM algorithms is mainly composed
of three basic modules: Initialization, Tracking, Mapping, and two additional modules:
Re-localization and Global Map Optimization (including Loop Closing) [5]. For the use
of SLAM in automotive vehicles and the associated properties such as fast scene changes
and low texturing of the environment, various approaches are available using vSLAM [6,
7]. In this paper, we focus on the ORB-SLAM3 [8] algorithm and show how its precision
can be enhanced by using semantic image segmentation.

The ORB-SLAM Algorithm. The first version of ORB-SLAM was presented in 2015
and the current version, ORB-SLAM3, supports of different camera systems and performs
better than comparable SLAM algorithms [7]. Here, ORB-SLAM3 represents a complete
SLAM system for monocular, stereo, and RGB-D cameras which operates in real-time and
achieves remarkable results in terms of accuracy and robustness in a variety of different
environments. ORB-SLAM3 is used for indoor sequences, drones, and urban driving. It
consists of three main parallel threads: Tracking, Local Mapping, and Loop Closing. This
algorithm is a feature-based approach, which represents the detected points in a three-
dimensional MapPoint. Initially, the approach was to use a mono-based camera and an
Inertial Measurement Unit (IMU) for mapping. It was noticeable that the robustness of
the relocalization and the estimation of the scaling are not sufficient due to the lack of
depth information. Switching to stereo-based cameras allow more accurate mapping of
the environment with more realistic scaling.

2.2 Image Segmentation

Image segmentation, a fundamental process in digital image analysis, involves dividing
a digital image into different segments to simplify its complexity and enable subsequent
analysis of the individual segments. In this technical process, labels are assigned to in-
dividual pixels, identifying objects, people, or other relevant elements in the image [9].
An important application of image segmentation is in object recognition [10]. Instead of
processing the entire image as a whole, an image segmentation algorithm is often used
to identify objects of interest in the image. Then, an object detector can operate within
predefined bounding boxes set by the segmentation algorithm. With this approach, the
detector does not have to analyze the entire image, which increases accuracy and re-
duces the time required for inference. Image segmentation plays a central role in the
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field of computer vision technologies and algorithms and is widely used in various prac-
tical applications. These applications include medical image analysis, computer vision
for autonomous vehicles, face recognition and detection, video surveillance, and satellite
image analysis [11]. While there are several methods for image segmentation, Figure 1
illustrates the three main types.

Fig. 1. Some of the main types for image segmentation. While semantic segmentation (b) does
not highlight different instances of the same object type, instance segmentation (c) and panoptic
segmentation (d) provides detailed information, e.g. for tracking of objects. [12, p. 1]

3 Problem Formulation

When testing ADAS through AR applications, an algorithm that can handle both map-
ping and tracking is a critical requirement. The challenges posed in this context are
significantly more demanding than for conventional AR applications. This increased com-
plexity arises primarily from two key factors. First, the mapping and tracking processes
must exhibit exceptionally high precision, even at higher speeds. Second, these tasks must
be performed within the test scenarios of the European New Car Assessment Programme
(Euro NCAP) [13]. The unique test environments defined by Euro NCAP present a num-
ber of challenges, as they are very large and there are hardly any existing textures that
can prevent the algorithm from finding its way. In response to this multi-faceted problem,
our paper attempts to answer the following question:

What is a Robust Simultaneous Localization And Mapping Algorithm for Map-
ping and Tracking to Test Camera-based Advanced Driver Assistance Systems
in Low Texture European New Car Assessment Programme-Test Scenarios?
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As shown on the left side in Figure 2, feature points are detected in the sky as well
as on the hood of the ego vehicle, which hinder the performance of the vSLAM algo-
rithm and causes wrong scaling of the environment inside generated maps. Experiments
show that ORB-SLAM3 is struggling with the moving vehicle hood and therefore misun-
derstands the scales of the environment and static objects. To filter these false-positive
feature points, two possible approaches are given: (1) optical flow, (2) a suitable image
segmentation. As the difference between sky and distant background which provides in-
deed good orientation points will result in similar optical flow, we will focus on the more
promising approach of image segmentation.

Fig. 2. ORB-SLAM3 detection results (a) and the resulting map (b) with plenty of false-positive
feature points regarding the sky and the vehicle hood.

4 Approach

Our proposed solution can be divided into two core areas: 3D Global Point Cloud Map
Generation, implemented using the ORB-SLAM3 framework, and the Implementation of
Image Segmentation as shown in Figure 3 based on the idea of the DS-SLAM [14].

feature

pointsORB-SLAM3

feature point
detection

semantic

imagessemantic

segmentation of
images

images

filtered

feature

pointsfeature point

filtering based
on semantic

segmentation

ORB-SLAM3
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system

ORB-SLAM3

(re)localization

Fig. 3. Enhanced mapping pipeline of ORB-SLAM3. Parallel calculation of feature points and
semantic segmentation is done on the raw images from the stereo camera. Afterwards feature
points are filtered and feed into the ORB-SLAM3 map generation.

4.1 Suitable Image Segmentation Algorithm

Our initial foray into the literature revealed that we chose the DeepLabV3+ model [15,
16]. DeepLabV3+, which uses the Xception-65 model as its backbone [17], has great ver-
satility in training on different datasets. The use of DeepLabV3+ trained on the ADE20k
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dataset [18, 19] yields commendable results, accurately detecting the sky and road, albeit
with some limitations, notably occasional inaccuracies in hood detection due to mirror
effects and suboptimal road detection. Nevertheless, the processing speed optimized by
TensorRT achieves a frame rate of about 30 fps, which meets the requirements of our
particular use case.

Given the compelling need to correctly classify feature points within these regions, we
explored alternative approaches. Xie et al. performed a comparative analysis of different
neural networks for different datasets [20] shown in Figure 5. Their evaluation showed that
SegFormer outperforms other options by providing a better balance between processing
speed and accuracy, especially on the ADE20K dataset. SegFormer is shown to be robust
to noise, fog, blur, snow, frost and splatter, as NVIDIA [21] points out.

With these considerations in mind, we seamlessly integrated the SegFormer B3 algo-
rithm, as shown in Figure 4, into our semantic segmentation framework.

Fig. 4. Comparison between DeepLabV3+ (b), SegFormer B2 (c) and SegFormer B3 (d) on the
original image (a). As shown in the figure, DeepLabV3+ is not able to detect the vehicle hood
in this frame which would lead to false-positive feature points.

4.2 Feature Point Filtering

After assigning the individual pixels to their respective regions, the next phase involves
processing feature points based on these region assignments. First, the region assigned
to the pixel is linked to the corresponding feature point, establishing a link between the
position of the feature point in the image and a particular pixel. Based on the previous
assignment of the region to the pixel, this region is linked to the feature point via a
corresponding index. A decision is then made as to whether the feature point is in a
region that should be excluded from further use, or whether it falls in a region where
feature points should be retained. At this point, additional information is assigned to
each feature point, which is specified with the values -1, 0 or 1, depending on the region
and the corresponding index.

FeaturePoint =





−1, for Region Sky
−1, for Region Hood
1, for Region Street
0, for other Regions

In particular, we assign specific indices to the feature points detected on the road,
a crucial aspect for the subsequent phase of our comprehensive algorithm. This index
information plays a critical role in determining whether feature points contribute to the
creation of the global 3D point cloud map. In this process, we compare the previously
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Fig. 5. Overview and comparison of the performance and processing speed of different neural
networks for semantic image segmentation on the ADE20K dataset. The figure demonstrates
the higher performance of SegFormer compared to DeepLabV3+. [20, p. 1]

assigned indices, keeping feature points with values of 0 and 1, while excluding those
with a value of -1 from further consideration.

FeaturePointWithClasses =

{
Deleted, for Value -1
Keeped, for Value 0 and Value1

As ORB-SLAM3 progresses, feature points that become map points are assigned
additional labels such as ”road” or ”no road” depending on the values assigned. In the
final phase of our current implementation, we need to evaluate the impact of semantic
segmentation on the scaling of the global 3D point cloud map and the accuracy of the
trajectory. Figure 6 gives a first qualitative insight into the results of our pipeline.

5 Evaluation

Environment mapping is done using different stereo cameras such as the ZED2i equipped
with a polar filter and a baseline of 120mm, and the Intel RealSense D455 with a baseline
of 95mm. ORB-SLAM3 is applied to these cameras. The results presented in the images
were obtained using the Intel Realsense D455. Detected features are recorded and stored
in a three-dimensional point cloud. The impact of the low texture of the environment
must be taken into consideration. To overcome the repetition of scene images, traffic
cones are placed along the test track with gaps of 20m, alternating in number on either
side of the track. This ensures that feature matching and proper orientation in the point
cloud occur. The camera is mounted at the rear-view mirror height on the top of the
windshield, as is typical for cars. Figure 7 displays the test setup and track.
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Fig. 6. ORB-SLAM3 detection results without filtering (a) and with filtered feature points
(green rectangles) based on the semantic of the image (b). Using this method the false detection
feature points in the sky and on the hood of the car are removed and being ignored by the
mapping algorithm leading to better scaling and relocalization.

Fig. 7. Mounted stereo cameras on the test vehicle (a) and the test track with equipped traffic
cones (b). The intervals are used in the evaluation to test the precision regarding scaling of the
SLAM algorithm.
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First of all, it will be examined whether semantic segmentation has a significant influ-
ence on the number of feature points. Table 1 shows, that the number of detected feature
points decreased by more than 50%. Assuming that the semantic image segmentation is
correct, this means that more than 50% of the detected feature points are located in the
sky or on the hood of the vehicle and are therefore not suitable for further processing.

Table 1. Comparison of the number of detected map points with and without semantic seg-
mentation.

Dataset Number of Detected Map Points

Without Semantic Segmentation 8361

With Semantic Segmentation 3990

Total Deviations -4371

Deviations in % -52,3

To evaluate the impact on scaling, the distances between traffic cones are shown in
table 2. The beneficial effects of semantic segmentation are easily seen. For an interval of
20m, the average error is only -0.129m compared to 1.414m without segmentation. This
leads to an relative reduction of -0.642% compared to -7.073% without segmentation.
For the overall distance of the test track of 160 meters with semantic segmentation, the
difference is -1.027m (without segmentation 11.117m). In summary, the use of semantic
segmentation clearly adds significant value. Nevertheless, some additional considerations
to the proposed approach are presented in the following section.

Table 2. Comparison of ground truth data (GT) with the original ORB-SLAM3 (No
Segmentation) and with our approach (Segmentation). The intervals are given by the distances

between the traffic cones as shown in Figure 7.

Interval GT Length No Segmentation Segmentation

20m - 40m 20m 18.603m 19.840m

40m - 60m 20m 18.769m 19.631m

60m - 80m 20m 18.974m 19.921m

80m - 100m 20m 18.871m 19.924m

100m - 120m 20m 18.871m 19.993m

120m - 140m 20m 18.228m 19.992m

140m - 160m 20m 18.365m 19.678m

160m - 180m 20m 17.967m 19.994m

Average 18.586m 19.871m

Total Deviations -1.414m -0.129m

Deviations in % -7.073 -0.642
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6 Conclusion and Future Work

The proposed solution to increase the robustness and precision of vSLAM in automotive
systems proved to be effective. Thus, the scaling error of the map could be significantly
reduced by removing false-positive feature points. Furthermore, the information content
of the map could be further increased by using semantic segmentation. The classes Road
and No Road are now assigned to the corresponding feature points, which can be used in
further calculations. Optimization opportunities arise with regard to processing speed,
and image matching effects in homogeneous test scenarios as well as in more complex
test procedures, which will be incorporated into Euro NCAP test scenarios in the future.
Two proposals are being developed to improve the mapping of the environment:

– Change ORB-SLAM’s feature detector and feature descriptor by a neuronal net-
work to make the vSLAM more robust to a homogeneous environment as well as to
rotations.

– Increase the processing speed of the entire vSLAM approach.
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Abstract. Efficient identity management is not only a concern of the virtual world but also 
paramount for modern open societies like the European Union. Non-intrusive, AI-based 
techniques of continuous authentication have recently been proposed to increase the secu-
rity, efficiency and user friendliness of online systems and services. We introduce the re-
search project aura.ai that will investigate how to transfer and apply these novel means of 
AI-based authentication in the public transportation area of the Upper-Rhine region. 

Keywords: Continuous Authentication; Federated ML, Public Transport and Mobility 

1 Introduction 
Identity is a crucial feature of anything valuable. It is even more critical for human beings and 
their various roles, such as being a European citizen. Their identity is key to the property they 
own and the rights/obligations they have. Identity is intricately linked with the ability to prove it 
and the ability to validate such proofs, which is known as authentication. There are various means 
of authenticating humans, including physical means like ID, passport, driving license, or banking 
cards, and virtual means like passwords, certificates, credentials, and others. All of these hold 
the risk of getting lost or even being misused. Depending on the case, this might be trivial or 
disastrous. Such risks lead to additional security measures like multi-factor authentication, com-
bining two or more means [1]. On the one hand, this safeguards authentication, but on the other 
hand, it increases complexity and effort [2], which opens room for various trade-offs. 
 In the digital domain (including the digitalized, cyber-physical world), progress has been 
made to seamlessly authenticate people in a cost-efficient way. This builds on early ideas to 
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recognize behavioral patterns that are typical or outright unique to human individuals, like their 
keystrokes [3]. Today, artificial intelligence (AI) offers novel ways to realize recognition of be-
havioral patterns and apply it to strengthen other means of authentication [4] (for enhanced se-
curity) or even to substitute them (for convenience). In the following, we introduce one such 
technology, namely FML-CA, and its application for public transport in the Upper-Rhine region. 

2 FML-CA: Federated ML for Continuous Authentication 

Ongoing automated authentication based on contextual information is known as continuous au-
thentication (CA) [5]. A novel way of realizing CA uses machine learning (ML) of behavior [6], 
such as spatial location, movements or swiping on a touch device. The network is another valu-
able source of behavioral data [7], where, for example, communication patterns, access location, 
low-level authentication features, and technical fingerprints may be collected. In any case, learn-
ing behavior requires training based on behavioral data of individuals or generalizable data of 
groups. The latter case benefits from public or shared data of people and organizations. 
 Handling behavioral data and patterns always raises privacy concerns. Regarding behavioral 
data, federated machine learning (FML) [8] allows the distributed training of partial patterns at 
the place where they originated and without the need for sharing them. In the end, the partial 
patterns are aggregated into a single AI model that represents the knowledge of all federation 
partners (people or organizations). Only the aggregated model is shared, and security technolo-
gies ensure the preservation of individual privacy [9], adequate contributions of all participants 
[10], and the absence of fraudulent manipulation.  
 The application of AI models for authentication is possible without revealing the models or 
their input data to the party that requests the authentication by means of homomorphic encryption 
(HE) [11]. Also, the real-time behavioral data of individuals being authenticated may be gathered 
by third parties without exposing their identities by means of pseudonymization. Altogether, 
FML-based CA (FML-CA) can be achieved while respecting privacy. 

3 FML-CA for Public Transport in the Upper-Rhine Region 

An interesting application area of FML-CA is public transportation, especially for such cases 
that include international operations crossing borders. To this end, we are focusing on the Upper-
Rhine region that spans 350 kilometers along the river Rhine at the borders between France 
Germany and Switzerland. This tri-national region is involved in the European Territorial Coop-
eration program (also known as Interreg†). Therefore, it offers optimum conditions to implement 
innovative trans-national applications of FML-CA.  
 The research project aura.ai aims to tap the potential of FML-CA in the public transport area 
of the Upper-Rhine region. The goals of aura.ai are to make Upper-Rhine mobility more secure, 
less expensive, and more comfortable by using FML-CA. More concretely, the project will cap-
italize on experiences in the context of the regiomove project‡. regiomove is a mobility platform 
in the Karlsruhe area involving multiple federated providers of mobility services. Currently, a 
similar platform is being built for the Ortenau region and it is planned to connect the two plat-
forms enabling interregional booking. Furthermore, the goal is to enable cross-border connec-
tivity to Strasbourg. Therefore, regiomove is an excellent example of interregional and cross-

 
† https://interreg.eu/  
‡ https://www.regiomove.de/  
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border mobility. It will provide the application context for utilizing FML-CA, leading to tech-
nologies and lessons learned that can be also transferred to other regions in the Upper Rhine area, 
such as the Basel region. 
 Today, regiomove builds on close legal relationships of partners on the core platform to pro-
vide integrated IT-support for multimodal mobility (route planning, ticketing, bike/e-scooter/car 
sharing, etc.) in Karlsruhe. Currently, travelers are centrally authenticated to enable seamless use 
of all services, which is paramount for the required user experience. While reliable permanent 
login is already challenging in the centralized case, the integration of mobility services of other 
regions and beyond the core platform federation cannot be done centrally anymore. This hampers 
the extension of the mobility solution to cover the whole tri-national region and forces travelers 
to self-organize multiple accounts of regional providers, re-authenticate, and experience media 
breaks, thereby also reducing the acceptance and usage of public transport as such. 
 Aura.ai aims to demonstrate that FML-CA can help to solve authentication-related hurdles 
of interregional multimodal mobility solutions. As a Proof-of-Concept (PoC), we want to apply 
FML-CA to enable permanent login for services without traveler distraction by automated re-
authentication and demonstrate this for the mobile app of the regiomove platform. Building on 
this core, aura.ai is going to study how to enable automated switches between regional mobility 
providers based on FML-CA instead of manual logins for services of the Karlsruhe, Ortenau and 
Strasbourg areas. Overall, this will open the perspective of a seamless network of mobility ser-
vices across the tri-national region. 

4 Aura.ai Technical Building Blocks 
 Concerning the methods and technologies to be applied in aura.ai, fundamental methods for 
FML-CA have been studied in the research project KIWI§ at Karlsruhe University of Applied 
Sciences [12]. These approaches will be augmented, extended, and complemented in two direc-
tions, to make them applicable in the case of aura.ai.  
 First, network modeling and monitoring mechanisms in the domain of multi-provider/cross-
border public transport, that are developed at the Université de Haute Alsace (UHA), enable the 
continuous gathering of real-time data, such as low-level login features, as a basis for CA.  
 Second, a proxy (PrivID) for a common authentication protocol, that is being developed at 
Fachhochschule Nordwestschweiz (FHNW), bridges the FML-CA approaches to already estab-
lished technologies on the Web. PrivID extends the standard functionality of a basic authentica-
tion protocol (e.g., Oauth2/SAML2 [13]) to allow CA with privacy-preserving pseudonymiza-
tion between various providers. This pseudonymization is necessary to connect authentication 
providers who want to share a joint account but are unwilling or unable (e.g., due to jurisdictional 
restrictions) to provide customer information. PrivID will introduce consumer-specific pseudo-
nyms while the data functionality (e.g., a pseudonymized email address or a name in a front-end) 
remains maintained without breaking pseudonymity. Such features are exceptionally important 
in a transnational mobility context, as jurisdictional rules even may forbid sharing such data. 
 Together, aura.ai aligns these technical building blocks to augment FML-based CA with vital 
features for innovative cross-border public transport services. 

 
§Artificial intelligence in secure web infrastructures with digital identity management (Künstliche Intelli-
genz in sicheren Web-Infrastrukturen mit digitalem Identitätsmanagement - KIWI) funded by the German 
Federal Ministry of Education and Research (BMBF, 16KIS1142K, https://www.h-ka.de/iaf/kiwi) 
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5 Conclusion 

The upcoming research project aura.ai is targeting various innovation areas like digitalization, 
cybersecurity, and sustainable mobility. It will make existing scientific results, namely FML-
based CA with pseudonymized network data, usable for the economic sector of public transpor-
tation. Measures of the project will include the development of demonstrators and the conduction 
of pilot applications in cross-border public transportation. The tri-national Upper-Rhine region 
will significantly benefit from the project as it will help to a) bring together transport service and 
IT providers from multiple countries, b) foster the free movement of people within the region, 
and c) make public transport even more attractive to citizens. Furthermore, aura.ai includes an 
approach to AI governance that will ensure the absence of bias and equal treatment of people 
regardless of gender, race, or disabilities. Overall, aura.ai will make a difference for the holistic 
benefit of the Upper-Rhine region in line with the goals of the European Union. 
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Abstract. Road surface classification of bike paths enables image recognition applications 

for bike route planning, navigation optimization or path maintenance. However, acquiring 

and annotating real data can be costly and time-consuming. Synthetic data can overcome 

data scarcity and annotation costs. We use synthetic data, generated by Stable Diffusion to 

improve neural network performance on new or unseen surfaces. We compare model 

performance for different real-synthetic data ratios. Our results show that synthetic data 

decreases the amount real data needed and improves neural network performance in road 

surface classification on new surfaces. 

Keywords: synthetic data; diffusion models, image recognition, surface classification. 

1 Introduction 

We analyze road surface classification in the context of an image recognition application that 

supports bike route planning, navigation optimization, path maintenance, and traffic safety 

(Baier et al., 2023). A challenge for the system is the classification of unseen road or path 

surfaces, as acquiring and annotating large-scale, diverse, and accurately labeled real data can 

be costly and time-consuming. Synthetic data is artificially generated data that mimics the 

characteristics of the real-world and offers a potential solution to address the limitations of data 

availability and annotation efforts. Unseen path surfaces are surfaces that are not present in the 

training data but appear in the real world. For example, a surface classifier trained on asphalt, 

concrete, and gravel may encounter difficulties to classify images of bricks, snow, other gravel 

types or lightings conditions which diverge from the images present in the training data resulting 

in a poor performance of the classifier. A possible solution to this problem is to enhance new 

path surfaces with synthetic images which cover a wider range of surfaces variations to improve 

the generalization and robustness of the classifier (He et al., 2023; Lu et al., 2023). 

2 Related Work 

Bike path surface classification is a task of identifying the type or condition of road surfaces 

captured from images, videos or other sensors (e.g. Heidt and Dorer, 2021). Baier et al. (2023) 

proposed an approach for automatic analysis of bike paths. They used a convolutional neural 

network (CNN) to detect and classify road surfaces from camera images. Our work shares the 

experimental setup, however, they did not consider the use of synthetic data. Several methods 

have been proposed for synthetic image generation, such as generative adversarial networks 

(GANs) (Goodfellow et al., 2014) or latent diffusion models (LDMs) such as Stable Diffusion 

(Rombach et al., 2022). The general  
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potential of using synthetic data from diffusion models has been shown by (Azizi et al., 2023) 

ImageNet data. In our work we use Stable Diffusion in the use case of path surface classification. 

We are focusing on easing the addition of new surfaces to a classification system for path 

surfaces, by expanding small real-world data samples with synthetic data.  

3 Experiment Design and Results 

We tested the hypothesis that synthetic data can enhance the training for new bike paths, in 

particular with a small number of real images. We compare the performance of two CNNs: one 

trained on real data and other ones trained on real data plus synthetic data. We evaluate both 

types on a new bike path dataset. We test different numbers of real images as basis for synthetic 

data, ranging from 0 to 10 per class, and analyze the performance gain through synthetic data. 

We collected a new bike path dataset similar to Baier et al., (2023). The dataset contained 4 

different paths with 300 images per path, for a total of 1200 real images. For 10 real images of 

the new dataset, we generate 400 synthetic variations for each image using the common Stable 

Diffusion image-to-image 768-v-ema (Rombach et al., 2022) method. We use input prompts 

(“photo of a paved path, concrete, asphalt, Canon EOS R3”) and a negative prompt (“painting, 

digital art”) to match the variations of the real data samples. Figure 1 shows examples. Note that 

we do not evaluate how realistic the synthetic images are. Rather we focus on the improvement 

of synthetic images on model performance. We constructed 6 training sets (referred to as “real”) 

with each class containing exactly 0, 2, 4, 6, 8 or 10 real new bike path images in addition to the 

original data set (20444 samples). Further, we created 6 additional data sets by adding the 

corresponding synthetic images for each real image (referred to as “enhanced”). For example, 

for 2 real world images per class we added all synthetic variations resulting in 22048 images 

(20444 original samples +2⋅2 real world images +1600 synthetic images) in total. As a common 

Figure 1. “Original and Synthetic Data”: Examples of input-image and generated synthetic images. 

Original Synthetic Original Synthetic 

      

# real 

images: 2 4 6 8 10 

          

real enha. real enha. real enha. real enha. real enha. 

Figure 2. “Performance Synthetic Enhanced vs Real Data”: CNNs trained on synthetic enhanced 

(enha.) and on purely real data (real) with number of real images used (# real images). Reported f1-

scores: (a) macro, (b) micro, (c) weighted. The comparison of performances shows the synthetic 

enhanced outperforms the CNNs trained on real data only. 
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CNN architecture we use one augmentation layer, three convolutional layers with ReLu 

activation and max-pooling layer, a dropout and two fully connected layers. The augmentation 

involves random horizontal flipping, zooming and change in brightness. We trained the CNN 

with subsequent settings: 25 epochs, batch size 32, learning rate of 0.001, sparse cross-entropy 

loss, Adam-optimizer and accuracy as metric. For evaluation we used the model with the best 

validation loss. We trained the CNN on the original training dataset and evaluated it on the test 

set of the original dataset achieving an f1-score of 0.97. However, on the test set of the new bike 

path data, the f1 dropped to 0.83, showing that the CNN trained on the original dataset performs 

worse on the new bike paths. To test our hypothesis, we trained the CNN on the remaining final 

real world and synthetic enhanced datasets and compare the performance on the new bike path 

test set. We repeated the experiment 10 times. The results are visualized in Figure 2 which shows 

the boxplots of the weighted, macro and micro scores of f1 versus the amount of real data needed 

for different models on the bike path test set. Here, we only discuss the micro f1-score for 

simplicity. The classifiers trained on synthetic enhanced data outperform those trained on real 

data only (see Figure 2). The positive effect of synthetic data increases with the number of real 

images used. For example, with 2 real images the median f1 are 0.868 (real data) and 0.875 

(enhanced data) compared to 10 images with 0.873 (real data) and 0.91 (enhanced data). We 

further verified the performance on the original test set during the experiments which showed 

only small variations of about an f1-score of 0.97 for all trained classifiers. 

4 Discussion and Conclusion 

We generate synthetic data for bike path surface classification using diffusion models. We 

compared two CNNs trained on real data and real data plus synthetic data and evaluated them 

on a new bike path dataset. We showed that enhancing real path images with synthetic data 

improves the classifier performance and therefore can enhance training for new bike paths 

surfaces. Our work has some limitations and challenges for future work. First, our synthetic data 

generation method relies on text prompts and model parameters, which may be subject to further 

optimization. E.g., the generated asphalted paths could be improved using other inputs. Second, 

our experiment was conducted on a small dataset of bike path images, which may limit the 

generalization and robustness. However, our work showed a promising approach, demonstrating 

the of use synthetic data to improve the CNN performance, especially on new surfaces. 
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Abstract. URAI Symposium is a trinational research symposium organized by university 

partners inside the Upper Rhine region. This symposium aims to bring together researchers 

that are working on and/or with artificial intelligence. For the 5th edition in 2023, this 

symposium is taking place in Mulhouse, France. It is preceded by a one-day Autumn 

School. The participants are following a tutorial about how artificial intelligence can be 

used for time series from a robotic platform. The design of the tutorial is presented as well 

as the collected feedback. The results show that the tutorial is well tuned for AI beginners 

with an increase on the technical skills. All the participants were globally happy with the 

organization of the day.  

Keywords: Artificial intelligence; Time series; Robotics; tutorial 

1 Introduction 

Artificial intelligence has become more and more popular in the research community, in 

computer science domain but also in every other applicative domain. Particularly, robotics have 

a growing interest in artificial intelligence algorithms since they are able to analyze the large 

number of information coming from the heterogeneous sensors. 

Since 2019, an annual symposium is held in the Upper Rhine region, gathering researchers from 

universities from France, Germany and Switzerland. Organized by TriRhenaTech, this 

symposium aims to bring together scientists working in or with Artificial Intelligence. Every 

year, an application is targeted by TriRhenaTech and the organizing university to show the 

interest of AI for applicative research: industries (2020), life science (2021), medicine (2022) 

and robotics (2023). 

This 2023 edition dedicated to AI for time series and robotics, is organized by the University of 

Haute-Alsace (UHA), France, mainly by the ENSISA engineering school and the IRIMAS 

institute of research. Taking place on the 17/11/23, an Autumn School is proposed on the 16th. 

The Autumn School is a 1-day tutorial for Master and PhD students from all the TriRhenaTech 

partners. It has received a great interest with 12 registrations coming from people from the Upper 

Rhine region: 

 

 

 

Hochschule Offenburg 2 Karlsruhe Univ. of 

Applied Sciences 

1 

French-German 

Research institute of 

Saint-Louis 

2 Hochschule Furtwangen 1 

ICAM Strasbourg 1 Univ. of Haute-Alsace 5 
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The program of the Autumn School is the following: 

Thursday, 16th of November 2023 

08:30 – 09:00: welcoming 

09:00 – 10:00: AI basics 

10:00 – 10:30: presentation to the SMART-UHA platform 

10:30 – 12:00: machine learning classifiers 

12:00 – 13:30: lunch 

13:30 – 15:00: deep learning classifiers 

15:00 – 15:30: measure acquisition with the SMART-UHA robot 

15:30 – 16:30: classifiers validation 

 

First, we will quickly present the robotics platform on which the Autumn School is based. Then, 

we will detail the work sessions with the objectives and examples of the code and results. Finally, 

the collected feedback from the participants is analyzed and presented.  

2 SMART-UHA robot 

The main application for this day is a robotic system part of the SMART-UHA project. A quick 

description of the project and the robot is provided to introduce the use-case of the tutorial day. 

2.1 SMART-UHA project 

 

The SMART-UHA project is a global project gathering all the research institutes and teaching 

facilities inside the University of Haute-Alsace (UHA). The IRIMAS institute is the project 

leader. It receives financial support from M2A, SGARE Grand Est, UHA and the FEDER 

founds.  

This project is divided into two parts: one part dedicated to the electric energy management with 

solar panels and smart measurement units recording current, voltage, weather conditions and so 

on; a second part dedicated to the implementation of a robotic platform travelling through the 

campus in order to deliver letters and packages. 

2.2 SMART-UHA robot 

 

The robotic platform coming from the SMART-UHA project is equipped with a large number 

of sensors in order to ensure the safety of the university users. The environment perception is 

realized through stereovision cameras, LiDARs sensors and ultrasound sensors.  

The localization of the robot remains on the GPS with RTK accuracy (a fixed antenna provides 

a triangulation within a centimeter precision). This ensures safety since the robot is able to track 

the desired trajectory with a very high precision.  

In case of failure in the GPS cover (close to buildings for instance), the robot can navigate using 

odometry based on cameras (visual odometry) or the Inertial Measurement Unit (IMU). This 

IMU records a large variety of measures, including the accelerations and the angular velocities 

in the three axes of the robot (x pointing to forehead, y to lateral left and z to the sky). 

The robot is communicating through Wi-Fi network within the UHA cover. An additional 

network, based on LoRAWAN technology, is providing a safety signal, sending periodically 

GPS coordinates on a huge range for small energy. 
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The robot has two control units: one “high-level” based on a NVIDIA Jetson GPU unit and 

another one “low-level” based on a EMTRION embedded computer. While the Jetson is 

processing most of the data coming from the LiDARs and the cameras, the EMTRION is 

controlling the four wheels with brakes and motors (propulsion and direction). Consequently, an 

overload of the GPU does not endanger the navigation of the robot which can stop at any moment 

in case of a failure.  

2.3 Robotics use-case 

 

The use-case we consider for this “AI for time series applied to robotics” tutorial is the automatic 

classification of the nature of the surface on which the SMART-UHA robot is navigating. The 

nature of the surface is a sensitive criterion when it comes to lateral stability since it highly 

modifies the adhesive coefficient of the tire-ground contact. This parameter is very hard to 

measure in real time. 

In order to assess the nature of the surface, one can rely on the camera and use AI-based computer 

vision. However, the position of the camera and the technology make this sensor particularly 

sensitive to noisy environmental conditions (rain, fog, etc.) Another idea is to consider the IMU 

which is more trustable since it is stable and safely installed inside the robot body. The signals 

coming from the IMU, i.e. accelerations, are then considered as time series.  

Therefore, the use-case for the tutorial day is to classify the nature of the surface between two 

classes: “concrete” and “grass”. First approaches will consider univariable algorithms based on 

the x-acceleration. More approaches are then proposed along the day, considering multivariable 

algorithms with acceleration on x and z axes.  

 
Fig. 1. Use-case: x-acceleration analysis in order to classify the nature of the ground (grass/concrete) 

3 Tutorial details 

The tutorial is based on Google colab codes completed with full comments, texts and videos to 

illustrate particular elements such as data normalization of k-nn algorithm.  

The tutorial is divided into 5 sessions, 3 in the morning and 2 in the afternoon. For each session, 

the technical objectives are presented as well as some examples of the code and the results. 
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3.1 Basics in AI 

The first session is dedicated to basics in AI since the level of knowledge of the participants is 

unknown.  

Objectives: 

▪ Using data normalization (z-norm) 

▪ Importing Python libraries 

▪ Visualizing time series  

▪ Computing Euclidean distance between time series (non-normalized and normalized) 

▪ Splitting a dataset 

▪ Understanding Cross-validation 

First, a synthetic dataset is considered with two classes: rectangles and triangles. Below is a 

display of the raw dataset proposed to the participants: 

 

 
Fig. 2. Synthetic dataset 

 

Computing the Euclidean distance, we can see that the first time series are closer to the small 

triangle of Class 2. A z-normalization is then applied on the dataset. The Euclidean distance is 

computed to show that the first time series belongs to Class 1. 

 

 
Fig. 3. Normalized synthetic dataset 

 

The second part of this first session of the morning is dedicated to the study of the SMART-

UHA dataset including x-acceleration raw data from the robot, with a split between train data 

and validation data. 
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Fig. 4. Examples of SMART-UHA dataset (raw data + label) 

3.2 Machine Learning classifiers – part 1 

The next session of the morning is dedicated to Machine Learning classifiers. 

Objectives: 

▪ Applying k-NN (Nearest Neighbor) algorithms with Euclidean distance 

▪ Reading a Confusion Matrix 

▪ Computing the Dynamic Time Warping (DTW) distance 

The Colab tutorial is composed on commented code but also schematic videos uploaded on 

Youtube to get the main idea of a concept. Below is an example with the 1-NN algorithm: 

 

 
Fig. 5. Example of the 1-NN video on Youtube (@Maxime Devanne) 

 

The participants have the choice to either compute the commented code that is already written, 

or to write again the code. In some parts, they have to write from scratch: for instance, the 1-NN 

algorithm is already written, but not the 3-NN they have to test further. 

 
Fig. 6. Example of the code provided on Google Colab – here the 1-NN prediction result 
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At the end, they reach a prediction based on the 3-NN algorithm with Dynamic Time Warping 

distance. The prediction can be assessed using a Confusion Matrix stating the probability for each 

class to be detected as it is.  

 
Fig. 7. Final Confusion Matrix obtained for a 3-NN algorithm with DTW distance 

3.3 Machine Learning classifiers – part 2 

After investigating some simple algorithms based on k-NN, the participants are considering 

linear classifiers.  

Objectives: 

▪ Using Softmax function to get output probabilities 

▪ Computing a loss function based on binary cross entropy 

▪ Optimizing the training of the model by gradient descent 

▪ Applying linear classifiers to make predictions 

 

 
Fig. 8. Example of the video about linear classifier training (Maxime Devanne – Youtube) 

 

 
Fig. 9. Example of the commented code of the Softmax function 
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The goal of the morning is to achieve classification on the SMART-UHA dataset using the 

Machine Learning technique of linear classifiers. The weights of the linear classifier are 

computed by optimizing a loss function based on the binary cross entropy and the gradient 

descent. The cross entropy presented in a text element of the Google Colab such as: 

 

 
Fig. 10. Cross entropy explanation in the Google Colab document 

 

The participants learn then the importance of the weights initialization. A 10-fold prediction 

provides an average performance of the linear classifier on the SMART-UHA dataset: 

 

 
Fig. 11. Linear classifier accuracy on classifying concrete and grass on the SMART-UHA dataset 

 

It is not very performant! The use-case that has been designed makes simple machine learning 

algorithms fail so there is a need to investigate deep learning classifiers.  

3.4 Deep Learning classifiers 

The afternoon is dedicated to deep learning classifiers, particularly to the family of 

Convolutional Neural Networks (CNN) 

Objectives: 

▪ Understanding the process of a convolution 

▪ Building a CNN architecture with layers of convolution, ReLU and Global Average 

Pooling 1D using the Keras framework 

▪ Training a CNN model using Adam optimizer 

▪ Reading a Class Activation Map (CAM) 

▪ Improving the performance with multivariable CNN 

 

 
Fig. 12. Simple CNN model built by the participants 
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Fig. 13. Display of the simple CNN model using Keras 

 

Once the CNN model has been built, the participants are training it with the SMART-UHA 

dataset: 

 

 
Fig. 14. Training the simple CNN model over 1000 epochs 

 

 
Fig. 15. Loss and accuracy through the training process 

 

The trained CNN model is then used to predict over the test part of the SMART-UHA dataset. 

The results are (hopefully) better than machine learning algorithms: 

 

 
Fig. 16. Result of the 1-Layer CNN prediction 
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The participants are then asked to build more complex CNNs with more layers. In addition, 

the hot topic of explainability is introduced. Right now, explaining the results of AI 

algorithms has received a growing interest from the research community. 

First, the activated features are studied layer-by-layer: 

 

 
Fig. 17. Features of each layer of a 3-layers CNN 

 

And then by the Class Activation Map: 

 

 
Fig. 18. Class Activation Map of the 3-layers CNN 

 

where the red parts corresponding to the most relevant features for the prediction. 

The next step for the participants is to improve the performance of the prediction by 

investigating multivariable neural networks. To reach that, not only the acceleration on the 

x-axis is considered but also on the z-one (pointing the sky). After the training, we can see 

that the multivariable CNN model performs better than the univariable one: 

 

 
Fig. 19. Accuracy and loss of the multivariable (x,z) 3-layer CNN model 

3.5 Validation on a real-field complex dataset 

The final stage of the afternoon is to evaluate the performance of the previously designed 

univariable neural networks over a complex dataset recorded during a real-field use; therefore, 

it alternates between the grass sections and the concrete sections, changing at different and 

variable times. 

Objectives: 

▪ Training and evaluating a CNN over long complex time series 

The considered model is a univariable (x-acceleration) 3-layers CNN. It is trained over 1000 

epochs with a learning rate of 0.001. 
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Below are the ground truth (first plot) and the prediction classes (second plot) where green is 

grass and blue is concrete: 

 

 

 
Fig. 20. SMART-UHA real-case validation sequence (up) and 3-layers CNN prediction results (bottom) 

4 Participants feedback 

4.1 Feedback evaluation protocol 

 

As presented in the previous section, the tutorial content has been designed to address the defined 

technical objectives. Moreover, it can be interesting to also evaluate the feeling of the 

participants regarding the organization of the day, from a global point of view (lunch, coffee 

breaks…) to a scientific content point of view (speed of the tutorial, etc.). 

At the end of the tutorial day, a form has been sent to the participants to evaluate if the objectives 

have been reached. The form is anonymous to ensure liberty of feedback. The survey is 

composed on the following questions: 

 

Questions Assessed index Type 

1 Did you enjoy? Feeling 1-5 scale 

2 How was the density of the knowledge? Feeling/Technical 1-5 scale 

3 How was the speed of the tutorial? Feeling/Technical 1-5 scale 

4-1 Level of skill in AI before the tutorial Technical 1-10 scale 

4-2 Level of skill in AI after the tutorial Technical 1-10 scale 

5 Reusability of what you have learnt Technical 1-3 scale 

6 What was the best moment of the day? Feeling Multiple Choice 

7 Any free comments? Feeling/Technical Free comments 
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The assessed items cover an equal part of feeling and technical as we can see: 

 

4.2 Feedback analysis 

 

Over the 12 participants, 6 accepted to answer to the feedback form. 

First of all, the participants were globally happy and enjoyed very much the tutorial day (Q1). 

 
Fig. 21. Happiness assessment results with subjective scale (1 : not happy) 

 

Regarding the tutorial organization, we assessed both the density of the knowledge presented in 

the tutorial supports, and the speed of the training for the whole day. For the density, we designed 

a Gaussian-like scale, with 1 = no dense at all, and 5 = way too dense. This means that 3 is a 

good score. The same scale is used for the speed, with 1 = too slow and 5 = too fast. The results 

are exactly the same for the two assessments (Q2 and Q3) 

 
Fig. 22. Density and speed assessment results with Gaussian-like scale (1 = no dense ; 5 = too dense) 

 

The next two questions Q4-1 and Q4-2 allow us to evaluate the technical skills acquired during 

the day since we asked the participants to assess their mastery of AI before and after the day. 
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Fig. 23. Density and speed assessment results with Gaussian-like scale (1 = no dense ; 5 = too dense) 

 

The results show different interesting things: first of all, the heterogeneous caracteristic of the 

audience. We can distinguish three categories of participants: those who do not know AI (starting 

around 2/10), those who have knowledge about it (around 5/10) and those who already master 

AI (over 8/10) 

For the AI masters, there is no difference between and after since they are daily working with 

AI. They did not criticize the rhythm of the day, so we can conclude that they were not the 

targeted audience for a tutorial. 

For the AI knowers, we notice no difference between before and after, meaning that they did not 

improve their technical skills. However, they still enjoyed the day and none of them complained 

about being bored or the tutorial being too slow. We can conclude that for this category, they 

enjoyed the tutorial by consolidating their knowledge and discovering the robotics application. 

For the AI beginners, the difference is very important, with an average gain of technical skills of 

+2/10. That means that the tutorial is well designed since it starts with AI basics and goes up the 

to deep learning. For AI beginners, it is a very good introduction to the world of classification. 

 

Another point we wanted to assess is the reusability of the acquired technical skills in the 

participants research topics. 

 
Fig. 24. Reusability results 

 

We can see on the figure that the audience was composed of persons in need for AI as well as 

curious people. The limits of this one-question result is that is to not possible to determine if the 

Definitively answers are because the participants already work with AI or if they clearly learnt 

how to use it within their own research. 

The last question results illustrate that the participants liked learning autonomously with the 

tutorial support as well as discovering the robotics platform of the lab. 

The free feedback section contains elements that highlight the interest of the participants in such 

kind of tutorials, particularly in the Upper Rhine region. This is a good hint for the future! 
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“Thank you for today's tutorial. It is very good for AI beginners. I hope there will be similar 

workshops or schools at the next URAI Symposium where people can share knowledge about 

their research areas.” 

5 Conclusion 

In conclusion, the URAI Autumn School was designed to propose a tutorial based on artificial 

intelligence for time series applied to robotics. We received 12 participants coming from France 

and Germany. 

The tutorial covered a large panel of AI tools, starting from the basics as data normalization until 

Convolutional Neural Networks. The algorithms were applied on synthetic data as well as real-

field data coming from the SMART-UHA robotic platform (raw data of x-acceleration from the 

Inertial Measurement Unit) 

The feedback of the participants was collected with a form. The results analysis show that the 

tutorial is well tuned for AI beginners. Participants that already quite master AI are not feeling 

bored over the day since they are able to apply the tools, they know for time series in robotics. 

The rhythm allows the participants to work autonomously, alternating with coffee breaks and 

platform presentation.  

For the future, the level of the participants should be assessed during the registration in order to 

create different groups in function of their mastery level. The tutorial experience should be 

definitively reconduct in the next URAI Symposiums as highlighted by the participants.  
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Peregrina Pérez José Antonio, 194–197
Pfafferott Jens, 21–30
Piotrowski Tim, 194–197
Ponomarjova Katrin-Misel, 50–58

Rauch Yannick, 162–173
Rebling Patrick, 184–193

217



Renaud Pierre, 68–76
Rubbert Lennart, 68–76

Schanbacher Peter, 198–201
Schanz Tim, 118–127
Schlemmer Daniela, 79–88
Schmidt Claudia, 79–88
Schmidt Michael, 21–30
Schmiedel Theresa, 59–67
Sedlmeier Teresa, 79–88
Sen Sinan, 134–142
Simon Martin, 118–127
Szilagyi Ioan, 194–197
Sänger Volker, 79–88
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