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Abstract. In recent years, transformer models were able to achieve astonishing
results in various natural language processing (NLP) tasks. Especially with the
rise of ChatGPT and the countless alternatives following its triumphal march,
using large language models (LLM) for information retrieval has established itself
in both the private, work and research context. For scientific search however, se-
mantic analysis with LLMs is an underutilized tool for enhancing the work process
of literature research. We therefore propose an academic search engine called Dis-
covery, which uses BERT to semantically analyze arbitrary text queries in order
to recommend fitting search results for scientific publications. Through explain-
able artificial intelligence (XAI), additional information about the AI output is
provided to the user with the goal to decrease the time needed for evaluating the
suitability of a recommended paper.

Keywords: Large Language Model, Transformer, Knowledge Work, Academic
Search Engine, Semantic Search, Explainable Artificial Intelligence

1 Introduction

Knowledge workers became valuable assets for today’s organizations as forecast by Drucker
[1]. By applying their expert knowledge to tasks such as general problem solving and de-
veloping of new products, they accelerate progress in both science and technology [2]. It
is thereby in the interest of every company to maximize the productivity of its knowledge
workers.

A knowledge task where we see major potential for efficiency improvement is the
acquirement of new knowledge to keep up with new technical and scientific advances.
The International Data Corporation (IDC) estimated in 2001 that a knowledge worker
spends ”roughly 30% of the workday searching for information” [3]. In 2012, Borlund et
al. stated that ”prior knowledge or no knowledge of the topic in question do also influence
searching time” [4]. In addition, Toms et al. found out in 2013 that two-third of the time
needed for finding relevant information ”was mainly spent reviewing documents that
had already been retrieved” [5]. We investigated those insights further and developed a
tool, which aims to significantly decrease the time spend on searching for information
by providing meaningful recommendations for relevant literature. Due to their state-of-
the-art performance in natural language processing (NLP) tasks [6], we believed that a
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search engine utilizing transformer-based Al, i.e. large language models (LLM), would
be suitable for accomplishing this. Therefore, we introduce our novel explainable Al
powered academic search engine called Discovery. However, our goal was not solely to
map a search query to helpful recommendations, but also to provide knowledge workers
with additional support for finding information on a topic of which the user has little
to no prior knowledge and for quickly evaluating the usefulness of the recommended
literature. Both of this present additional difficulties during the search for information
as stated by Borlund et al. [4] and Toms et al. [5] and would be crucial for increasing
the efficiency of the task of literature research. Especially regarding recommendation
evaluation, we argue that explaining the decisions of an Al application with methods of
explainable artificial intelligence (XAI) is a critical addition.

In the following we give an overview on related work in Section 2, looking at tech-
nologies we deployed and introducing existing LLMs-based search engines. In Section 3,
we describe the methodology with which we performed the requirements analysis and
implemented our search engine approach. Concluding, we discuss our achievements and
give a look into future works.

2 Related Work

Transformer-based Al models have been successfully deployed on a wide range of NLP
tasks like machine translation, sentiment analysis, question answering, language mod-
elling and named entity recognition [7]. This is also a result of efforts on pre-training lan-
guage models on large text datasets. Two of the most popular transformer model families
are Bidirectional Encoder Representations from Transformers (BERT) from Google [8]
and OpenAl’s Generative Pre-trained Transformers (GPT) [9]. Although both achieve
outstanding results on NLP benchmarks, there are significant differences between those
two model types. BERT as well as GPT are based on the original transformer architec-
ture [10] which follows an encoder-decoder structure. However, BERT is an bidirectional
encoder that processes the input in both directions and therefore considers the left and
right context of each word. In contrast, GPT is an autoregressive decoder, which predicts
the next word only depending on its left context. It is thus arguable that BERT tends to
be better in understanding the overall context of a text and therefore learn meaningful
representations. GPT on the other hand, excels at generating text to a given input [11].
Thou there have been introduced several different variants for BERT and GPT with their
own advances [12-14], traditionally speaking BERT performs well for natural language
understanding (NLU) and GPT for natural language generation (NLG) [15].

Since 2001, a significant rise can be observed in the number of releases of new LLM
models [15] indicating an increased interest and usage of such AI models. Thus, it is
unsurprising that there exist several commercial solutions for literature research utilizing
LLMs. The academic search engines Consensus®, Elicit®, Scispace” and Zeta Alpha® use
transformers for question answering and summarization of abstracts or insights of several
scientific publications. In addition, they also list fitting literature for a search query.
However, not all of those search engines leverage the full potential of LLMs by not at
all or not entirely replacing a keyword-based search with a vector search, i.e. a semantic
search. For example, Consensus performs their search in multiple steps. First, they run

® Consensus, https://consensus.app/, October 2023

6 Elicit, https://elicit.com/, October 2023

7 Scispace, https://typeset.io/, October 2023

8 Zeta Alpha, https://www.zeta-alpha.com/, October 2023
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a simple keyword-based search on the paper database. Only afterwards, a vector search
is run on the reduced dataset. This artificially narrows down the extent of the semantic
search.

One feature that all of these search engines lack is the explanation of their AT rec-
ommendations. By summarizing the content of relevant papers, they potentially reduce
the amount of information that has to be review by the user. However, it provides no
insight into why the Al model estimates the recommended papers to be relevant for a
search query. XAl can be utilized to generate such insight into the AI models behaviour
and logic [16]. Danilevsky et al. [17] give an overview of XAI methods and visualization
techniques for NLP. However, in the case of transformer models, generating good expla-
nations still poses a challenging task due to their increasing size and complex architecture

[18].

3 Methodology

This section will give an overview of the methods used for requirements analysis, com-
puting the literature recommendations and explaining the Al output for better under-
standing why a certain scientific publication is recommended.

3.1 Requirements Analysis

For requirements analysis, we conducted interviews with research associates of different
experience and disciplines to gain more insight in their search strategies as well as most
common pain points while conduction literature research. We interviewed six knowledge
workers with an average age of 27 years and of whom three were female (standard de-
viation = 4.6). By selecting the interview partners, we aimed for a diverse distribution
in terms of research type (basic research (n = 3) or applied research (n = 3)), scientific
working methods (empirical (n = 4) or non-empirical (n = 2)), professional orientation
(human (n = 1), technical (n = 2) or organizational (n = 3)) and current career stage
(graduate (n = 1), PhD student (n = 4) or post-doctoral (n = 1)). Participants had only
superficial knowledge about Al-related topics and did not work in an Al-related field.
On average, the interviews took 71 minutes and were conducted as semi-structured inter-
views divided into four segments. First, we asked about the procedure of a prototypical
literature research including details about the used literature databases, the formation
of search words and the documentation of results. In the next segment, we asked about
other search strategies aside from the prototypical literature research. We wanted to
know which kind of different research scenarios exist and what changes regarding the
prototypical procedure those entail. Next, we asked about pain points while conducting
literature research and their causes. Lastly, we asked the participants to describe the
perfect literature research support system, without any barriers due to technical feasi-
bility. We asked about useful features and what kind of pain points could be solved by
implementing those.

To analyse the data we transcribed the interviews from speech to text via f4x. Due
to the diverse answers between the different interview partners, we decided against a
standardized qualitative analysis and instead isolated the most relevant text passages,
summarized them into key aspects and finally grouped them into semantically similar
clusters. This procedure resulted in a suitable database from which we derived empirically
substantiated system requirements. Participants reported that they usually follow an un-
structured procedure while conducting a literature research. They adapt their strategies
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along the way, depending on the success rate of e.g. the prior search words. They could
differentiate between different literature research scenarios (e.g. planning of an experi-
ment, preparation of a manuscript, identifying interesting research gaps, informing oneself
about the status quo regarding a topic, learning about new methods or theories, identify-
ing hot topics or looking for literature on behalf of third parties). None of our interview
partners identified conscious adaptions to the prototypical procedure depending on the
specific research scenario. Most participants reported that during the search process, they
mostly only screen title and abstract, full text reading is a subsequent process. Further,
the analysis of the interviews led to the following key insights:

— Searching for literature on an interdisciplinary topic or topics in general about which
the interviewee has little prior knowledge is stated as one of the biggest pain point.

— Additional information about the search results is requested in order to speed up the
process of the immediate evaluation whether or not a recommended paper should be
considered for a more thorough inspection.

We then derived three key requirements from the interview results for the listed insights:

1. The search engine should be able to perform a semantic search on continuous text
written in natural language so that the user has the possibility to only describe what
to search for instead of knowing the exact terminology.

2. The search engine should be able to recommend terms which are related to the search
query but possibly unknown to the user since they may be primarily used in different
disciplines.

3. The search engine should provide additional information to the user about why the
deployed Al considers the recommendations fitting to the search query.

Based on these requirements, the first prototype of our novel Al powered academic search
engine was developed. The use of LLMs to compute recommendations addresses the first
two requirements while the application of XAI aims to generate the desired additional
information of the third.

3.2 Semantic Sentence Similarity

To meet the key requirement 1 we decided to utilize LLMs for replacing a keyword-based
search with a semantic search [19]. For this, a transformer model should be deployed to
learn meaningful sentence embeddings for a semantic search on research literature by
computing the semantic similarity between those vector representations. Recommend-
ing publications based on this semantic sentence similarity approach allows for a more
intuitive use of our search engine by knowledge workers of different experience. It is no
longer required to carefully construct an effective search string with precise combinations
of correct terms and their synonyms in order to receive helpful recommendations. Instead,
our Al powered academic search engine Discovery can process arbitrary text written in
natural language and automatically consider related terms. Thus, making it possible to
provide a rather descriptive search query. In Discovery, the literature recommendations
are determined by calculating the cosine similarity between the sentence embeddings of
the search text and the titles and abstracts of the papers.

Due to BERT’s suitability for NLU tasks, we implemented Discovery using the Sen-
tenceTransformer? Python framework which originates from the Sentence-BERT (sBERT)

? SentenceTransformer, https://www.sbert.net/, October 2023
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network [20]. SBERT builds on the base BERT model and fine-tunes it in a Siamese net-
work architecture. This extension allows for better performances when combined with
similarity measures such as the cosine similarity. For our approach, DistilIBERT [13] was
chosen as the pre-trained BERT model, which was then fine-tuned in a Siamese network
on the online contrastive loss with the cosine distance as the similarity measure. Our
own database for the search engine and model training consists of over 350.000 pub-
lications from TEEE, Springer and Scopus containing publicly available metadata, e.g.
title, abstract and keywords. To start with, we confined the database on the topic of
AT to make the required data size more manageable. Since there was no ground truth
for the similarity between the data points and no reference search queries, we used the
self-supervised training method contrastive learning [21]. The training task was to learn
sentence embeddings such that the title and abstract of a paper have a high similarity.
For positive samples, we kept the original title and abstract pair. For negative samples,
we shuffled the titles and abstracts to receive not only incorrect title-abstract pairs but
also random title-title and abstract-abstract combinations. The resulting positive and
negative samples had a ratio of 1:3. Although, in the face of computation constraints, we
were forced to limit our training data to a subset of 150,000 data points. As expected
of the contrastive loss, the positive samples were assigned a label of 1, which reduces
the distance between the two text inputs, and 0 for the negative samples, increasing
the distance. The network used for fine-tuning is shown in Figure 1. For dimensional-
ity reduction, we introduced two fully connected layers with dimensions of 256 and 128
along with Tanh activation functions. This reduces computational complexity while still
providing a high enough dimensional vector for our model to effectively capture seman-
tic nuances in a more compact space. We fine-tuned our entire model over five training
epochs utilizing the AdamW optimizer with a learning rate of 2e-05 and weight decay of
0.01 to ensure model stability and convergence. The training took a total of 7 hours and
31 minutes on Google Colab using the T4 GPU, highlighting the efficiency and effective-
ness of our training pipeline. This efficient use of computational resources underscores
the practicality and scalability of our approach.

In order to fulfil the key requirement 2, we introduced an additional functionality to
Discovery: term recommendation. The recommended terms are selected from a dataset,
which we create by aggregating the keywords over all papers in our database. Since related
terms occur in semantically similar texts, the same model can be used which we fine-
tuned for the task of paper recommendation. The difference is that instead of searching
over the titles and abstracts, we compute the sentence embeddings of the keywords with
our BERT-based model and compare them to the input string. The user may submit a
search request for either a single term or a descriptive text. Recommending related terms
can aid users with limited or no prior knowledge in their search while also introducing
them to the appropriate terminology, thereby creating new knowledge.

3.3 Explainable Artificial Intelligence

Key requirement 3 has the intent to decrease the time a knowledge worker needs to eval-
uate the literature recommendations and to select the set of suitable papers for further
consideration. We argue that providing additional explanations about why the Al model
recommended the exact papers can improve the user’s decision making [22]. However,
comprehending the intrinsic logic of LLMs presents multiple challenges. First and fore-
most is their black box characteristic [23] due to their complexity. With hundreds of
millions to billions of parameters, understanding the intricate relationships and depen-
dencies within the model becomes an impossible task without additional explanations.
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Fig. 1. Visualization of the model architecture used for computing the embeddings between
which the consine similarity is calcutated. The model was trained in a Siamese network archi-
tecture using constrastive learning. The original title and abstract pairs were used as positive
samples, while titles and abstracts were shuffled to synthesise negative samples.

The non-linearity introduced by deep architectures with non-linear activation functions
further obscures straightforward interpretations, making it difficult to discern any direct
input-output relationships. Additionally, these models are inherently data-driven, mean-
ing their behaviour is shaped by vast and varied training data. This data-driven nature
can embed subtle nuances, biases, and patterns from the training data into the model,
many of which may not be immediately apparent or interpretable.

In contrast to other use cases of XAI, we do not perform a classification task on the
scientific papers but instead measure the semantic similarity between two text fragments.
Python packages implementing the XAI methods like LIME!Y [24] or SHAP!! [25] are
highly focused on these more usual use cases of XAI. Thus, we implemented our own
XAT algorithm, which was inspired by the visualization of LIME explanations on text
data.

For the purpose of our academic search engine, we want to explain to the user how
the words in the search string influenced the similarity measurement between the user
input and the recommended papers. Hence, we do not want to globally explain the LLM,
but instead generate local explanations based on word importance. The main idea of
our algorithm follows a similar concept as the one proposed by Landthaler et al. [26]
for semantic text matching. The XAT algorithm leaves one word out of the input and
then recalculates the similarity score for the top N search results. For each paper, the
magnitude of the change in similarity correlates to the importance attributed to the left
out word. This step is repeated for each word in the user input. We visualize the word
importance by colouring the words of the search query according to their impact on the
similarity score. An example for the visualization of our XAI method is shown in Figure
2.

To begin with, we wanted to keep the explanation as simple as possible to not over-
whelm the user. Hence, the word importance is only calculated for the user input. How-

10 LIME Python Package, https://github.com/marcotcr/lime, October 2023
1 SHAP Python Package, https://github.com/shap/shap, October 2023
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Fig. 2. Visualization of the custom XAI method for a search query example. Red depicts positive
and blue negative word importance.

ever, our algorithm can easily be modified to also consider the title and abstract of
the recommended papers. Our intention is to gradually increase the complexity of the
explanations guided by user feedback.

4 Conclusions

We presented the working prototype of our novel explainable Al powered academic search
engine Discovery for recommending literature and related terms to knowledge workers
based on semantic sentence similarity. It was implemented using state-of-the-art LLM
and XAI techniques by successfully deploying a pre-trained BERT-based model, which
was fine-tuned on our own database with contrastive learning in a Siamese network
architecture, for the task of measuring sentence similarity. Through the integration of
our own XAI method, Discovery is further capable of providing an explanation for every
recommended paper to the users based on the word importance of their search queries.
Our search engine was developed for three key requirements, which were derived from
the results of our requirements analysis consisting of a literature research and interviews
with probands of our target group. During so, we could identify significant potential
for improving the efficiency of the task of acquiring new knowledge through literature
research.

Our approach fully replaces the traditional keyword-based search with a vector search
thereby setting Discovery apart from established academic search engines like Google
Scholar or Semantic Scholar. Further, even in comparison to other transformer-based
search engines, as those discussed in Section 2, we introduce additional features by rec-
ommending related terms and explaining the model output through XAI. Other search
engines utilize LLMs to summarize abstracts or extract insights from scientific papers.
We see this generative approach critical in the context of literature research. For example,
ChatGPT has been proven to lack accuracy providing scientific facts [27]. In addition,

140



it is stated in the FAQ of Elicit that the users should assume that only 90% of the in-
formation they see is accurate. Further, summarizing and extracting the insights could
potentially mislead the knowledge worker into relying only on the generated information,
rather than considering the recommended papers in more detail. Our XAI approach is
designed to accelerate the immediate assessment of the recommendations, but not to
make the more thorough review of the papers obsolete.

The eligibility of the recommendations provided by Discovery has been initially tested
and shows promising results, however, more extensive evaluation of the system is re-
quired through further human feedback and comparison with suitable benchmarks [28].
Furthermore, first feedback indicates that the word importance is not satisfying the need
for explanation and that a topic-based explanation is assumed to be more effective. Thus,
additional XAI approaches have to be implemented and evaluated on the target group.
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