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Abstract. The nursing sector is facing a profound shortage of skilled workers. Social robots
have the potential to relieve the nursing staff. However, given that social interaction is
indispensable in the nursing sector, it is essential to equip social robots with comprehensive
artificial social interaction capabilities to support the staff effectively. Human values are an
essential building block of social interactions and drive individual’s behaviors. Therefore,
human values need to be reflected in human-robot interaction. In this conceptual paper, we
present a value-sensitive approach to the use case of a humanoid social robot in elderly care
and conceptually outline how we intend to build to a cognitive system using control theory
to enable the humanoid social robot exhibiting value-sensitive actions.
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1 Relevance of Value-Sensitive Robot Design in the Care Sector

According to the OECD, long-term care is facing a profound shortage of skilled workers
worldwide [1], which might lead to unsatisfying quality for care receivers. Social robots have
the potential to address this issue by autonomously taking repetitive, non-nursing tasks off the
hands of the often-overworked nurses.

However, for a successful deployment in elderly care, it is crucial to design social robots as
a participatory and socially interactive entity in everyday life [2]. Such design requires the
necessary technical functions to account for the social interaction capabilities that enable the
robot to relieve overworked professionals in care institutions effectively.

Human values are an essential building block of social interactions and should, thus, be
considered in robot design. However, despite their relevance, values have only received little
attention in the robotics industry [3]. Value sensitive design (VSD) is an approach that considers
human values in the design of technology and has increasingly raised robot researcher’s interest
in recent years [4].

In our research, we design a humanoid social robot to be able to function as a therapy
companion. The remainder of this conceptual paper is structured as follows: Section 2 provides
an overview of robots in the care context. Section 3 introduces the VSD approach, which guides
our research. Section 4 outlines our research approach, and in Section 5, we envision a cognitive
system with values in mind as a potential technical solution. Finally, we discuss our research in
Section 6 before concluding our work in Section 7.
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2 Social Robots in the Care Sector

Robots represent systems that have the “ability to perform intended tasks based on current state
and sensing, without human intervention” [5]. They are increasingly used for applications in the
healthcare sector. As a specific type of robots, social robots are able to communicate socially
and interact with humans and other robots. These robots come in various appearances, with the
ability to recognize, react, and activate certain emotions of human users based on artificial
intelligence (AI) [6].

In light of the ongoing global shortage of skilled care workers, researchers have started
investigating the potential of social robots in the nursing sector. The application contexts of
social robots are versatile. Research has examined the use of social robots to improve elderly
people’s psychological well-being [7 and cognitive functions [8]. Further, social robots can
provide companionship for lonely and socially isolated elderly people [9 and offer valuable
services such as reminding of medication to support older adults’ independent living [1 ~ While
a large body of research focuses on zoomorphic robots with animal-like shapes, such as the
robotic baby harp seal Paro, which appears to have a positive impact on the quality of life of the
elderly [11], the use of humanoid robots has also shown benefits for older adults and caregivers
in elderly care [1

However, it is important to note that the breadth of social robotics research underscores that
the mere presence of functionalities is not sufficient for users to adopt social robots in the long
run, and therefore, other social factors need to be considered in the design of social robots [13].
In particular, researchers have increasingly recognized the mutual shaping relationship between
technology and society [14]. While scholars have begun explicitly incorporating values into
social robot design [15], more research that demonstrates a concrete approach to the design and
development of value-sensitive social robots is still needed.

3 Value Sensitive Design

To account for the mutual shaping relationship between technology and society, value sensitive
design adopts an interactional stance on technology and values [4]. Values are subconscious
needs, that members of a group share (e.g., autonomy, security, or collaboration) [16], and which
influences their behavior (e.g., intending to use certain technologies or not) [17]. Indeed, research
has indicated that a misalignment between social robots and values might present a barrier to
their adoption [18-20].

When designing values in technology, a core question is whose values should be considered.
Compared to other human-centered methods, an advantage of VSD is that it extends the focus
from the values of mere end-users to those of stakeholders that are affected by the use of a
technology [21]. Additionally, as values are not isolated but rather interrelated, VSD recognizes
the emergence of value tensions that can occur on various levels: within an individual, within a
stakeholder group, among different stakeholder groups. VSD stresses that even though values
might be in opposition, at the same time this tension can be solved by balancing values in relation
to each other through identifying design requirements that help solve the tension [4].

To ease researchers to investigate and incorporate stakeholder values in the technology, VSD
proposes a tripartite methodology that compasses three different types of investigation:
Conceptual, empirical, and technical investigations [4]. While conceptual investigation explores
the research object from various standpoints (e.g., analytic and theoretical) — particularly
identifying stakeholders and their values, the context in which the technology is deployed is
examined in empirical investigation. This investigation typically addresses how stakeholders
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experience values in a specific context by applying methods from social science research.
Finally, in technical investigation, researchers examine the alignment between the values and an
existing technology design. Moreover, technical investigation also concerns the development of
technology according to the identified values [4].

4 Approach to Value-Sensitive Social Robot Design

4.1  Use Case of a Therapy Companion

Motivated by the vision of freeing up nurses for their core nursing tasks, we study the use case
of a therapy companion, which serves the purpose of reminding residents of their therapy
appointments and eventually accompanying them. This use case encompasses several interaction
scenarios, such as searching residents within the nursing home, engaging in conversations with
residents to remind them of their appointments and to motivate them for their therapy if
necessary, and accompanying residents to the therapy room, etc. Realizing this use case implies
two main challenges, namely understanding which values the social robot should act upon and
how to realize this technically.

The first challenge concerns designing values for the social robot. So far, existing works have
mainly focused on the evaluation of social robots according to a set of predefined values. For
instance, there are models assessing the value of trust on user acceptance of social robots [22].
Furthermore, frameworks are proposed to examine how predetermined moral elements are
manifested in robot-supported care practices [23]. Although these post-evaluations advance the
understanding of the role of value in user adoption of social robots, the design of social robots
that incorporates stakeholder values, particularly the operationalization of values into the various
interaction features of the social robot, is under-researched.

The second challenge concerns the technology. Thanks to the extensive research on
individual Al systems such as navigation, orientation, recognition, and conversation exist, all
these Al systems have achieved substantial improvements within the last decade and have been
successfully applied individually. However, the technical challenge of integrating all the
individual AI technologies into a complex cognitive system to achieve a common goal with
values in mind remains unsolved.

4.2 Research Approach
In our research, we employ VSD to design values in the social companion robot. VSD

encourages the application of the three investigation types (conceptual, empirical and technical)
in an iterative and integrative way. To facilitate this, we adopt the wave approach proposed in
[21], which provides specific recommendations for iterating these three investigation types in an
integrative manner throughout our design process.

We start with a context analysis to investigate the current practice of therapy companion,
which enables us to identify several stakeholders for this use case. Among them, we classify
residents, care givers and therapists as direct stakeholders and resident’s relative and the
management of the nursing home as indirect stakeholders. Following this, we conceptually
examine stakeholder-relevant values through existing research (e.g., [24]). The results of the
conceptual analysis are then leveraged in our empirical investigation through various qualitative
methods. For instance, in value-oriented interviews [4], we ask stakeholders to explicitly assess
values identified from the conceptual investigation with regard to the use case, while also
implicitly eliciting values from their conception of the robot-supported therapy companion.
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For the operationalization of values, we utilize the value hierarchy [25] to translate identified
values into design requirements for the use case. Additionally, we collect design requirements
from stakeholders through empirical methods (e.g., workshops). When new values emerge from
the empirically collected design requirements, we revisit the value hierarchy [25 to derive
design requirements for these newly identified values. To guide the technical development, we
establish an understanding of the various interaction scenarios between the robot and residents.
We suggest using design patterns [26] to create these interaction scenarios and specify human-
robot interaction (HRI) based on the derived design requirements. Design patterns have been
used in previous works to enable effective and pleasant HRI [27, 28].

Implementing a technical artifact based on the derived design requirements and HRI
specifications means creating a cognitive architecture that orchestrates all the individual Al
systems necessary for this use case. This alone is a complex endeavor. Enabling the architecture
for value sensitivity further raises the bar of complexity. To tackle this challenge, we envision a
cognitive interaction system utilizing control theory.

5 Control Theory as Concept of a Cognitive Interaction System

Values are mainly visible through the actions a robot takes while interacting with a human.
Therefore, we focus on HRI and see everything the robot does as an action, such as speaking
kindly, moving side by side with people, showing empathic facial expressions, etc. and the
humans’ responses as reaction.

In order to translate value-sensitive behavior to a technical level, we apply control theory,
because a system that reacts on actions can be modeled in control theory to control the system’s
state. Control theory has the objective to develop a model governing a system input to drive the
system to a desired state. Such a system can be described in the following Eq. 1:

()= () (1)

Whereby represents the unknowable state of the system we are willing to control. On the
other hand, U is the control, the variable we can choose to act and change the state. If
() and :U are two linear or nonlinear functions where the operator
determines the equation that must be satisfied by the state , the set of decision, the

solution space and all possible states, and U  the set of all controls. Therefore, the function
indicates how the control effects the state of the system [29].
The main goal of control theory is to model the system to be controlled by finding the controls

, that lead to an associated state (). Such a model allows to build a control system managing,
manipulating, or directing the state of the system to be controlled into a desired state. There are
two fundamental types of control systems: the open-loop control system and the closed-loop
control system. We focus on the closed-loop control because it includes the feedback concept
that is essential in HRI to reflect which values to emphasize in the robot’s behavior based on the
humans’ reaction to the robot. Therefore, the state of a system is fed back to the control system,
which continuously determines the control based on the feedback of the system to affect the
state towards a desired state.

Such a control system could also be applied to HRI, if we see the interaction as the system
to be controlled, the set of values to be respected as the state of the system and the robot’s actions
as control variables. Important is that human (re)action also influences the state of the interaction
in regard to the respected values and therefore, creates a new state within the interaction system.
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The observation of the human’s (re)action using sensors builds the feedback as depicted in Fig.
1. In such an interaction system, the robot’s behavior or actions are decided by the control system
based on the current state, represented by the respected values by the human’s reaction, with the
goal to reach a new desired state of respected values. Modern control systems are carried out in
the state space and can deal with multiple-input and multiple-output (MIMO) systems, which is
important in the application of control theory in HRI and control multiple values by multiple
actions. Therefore, actions may affect several respected values. With state spaces, a robot is able
to respect multiple values with tensions in the action to take and read multiple values out of the
humans reaction to find a new desired state of the interaction to choose the next action.

Imagine an interaction between a robot and a human, where the robot is introduced to the
human. The robot first approaches the unknown human with low emphasis on the value of
security but high emphasis on the value of openness. However, the camera notices that the human
backs away and the control system adjusts the desired values of security and openness for this
interaction, interpreting the backing away as an indication for unsecure feelings of the human
and, thus, as a need to increase attention to the value of security. Instead of forcing a certain
distance to the human, the robot actions are adjusted to the human’s reaction and the robot stops
to keep a secure distance and emphasizes the value of security more than before while keeping
the value of openness as high as before in the actions.

interaction

robot

action

human

(rejaction

Fig. 1. Interaction feedback loop

In the context of HRI, it is important to have room for fluctuations of the values within the
interaction system to appropriately represent a desired value set in the states. Forcing the state
of the interaction into certain set of respected values can lead to negative or opposite effects. A
robot cannot just act happy to force happiness into an interaction with an upset human. The robot
should rather try to express respect for values in small steps to incrementally lead the interaction
into a desired set of respected values and avoid any enforcement of values. Fernandez-Cara and
Zuazua [29] stating in their summary to control theory the following:

“To control a system arising in Nature or Technology, we do not have
necessarily to stress the system and drive it to the desired state
immediately and directly. Very often, it is much more efficient to control
the system letting it fluctuate, trying to find a harmonic dynamics that
will drive the system to the desired state without forcing it too much.”
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We propose to design a cognitive system with values in mind as a decision-making system
(DMS) based on control theory and control systems. Perception can be defined as the human
fundamental form of cognitive contact to the world, while it refers in robotics to the ability to
perceive the environment [30]. Therefore, the robot can estimate on the sentiment of (re)action
of the human how the robot’s action affected the system. Cognition is defined as the ability of
humans to know, learn, and understand things. Hence, designing cognitive systems implies
making them capable of reasoning about their actions [30]. Therefore, the robot must choose the
next action accordingly to get closer to the desired state, the prescribed set of values to respect.

6 Discussion

In the present work, we highlighted the need for considering human values in social robot design
and outlined our approach to incorporating values in a social robot application in a nursing home.
Finally, we present a novel cognitive interaction system based on VSD and control theory.

In particular, we employ VSD to account for human values. A major differentiation of our
research from other VSD robotics work (e.g., [15]) is that we strongly strive for an integrative
approach as recommended by VSD. We deliberately iterate the value analysis through
conceptual and empirical investigations because it is particularly important to understand how
the conceptually identified values are manifested in the usage scenario and allows stakeholders
to express context-specific values. The same applies to the derivation of design requirements.
Through conceptually deriving requirements by using the value hierarchy [25] and empirically
with stakeholders, we can triangulate these derived design requirements, thereby creating a
design that better reflects the stakeholder values. Furthermore, while previous works only derive
design requirements but do not specify how to design HRI based on these requirements [15, 23],
our research proposes the use of design patterns, which facilitate the specification of HRI across
various robotics platforms and ease the technical development.

Control theory has primarily found applications in physical human robot interaction [30—-33].
In contrast, our research explores the possibilities to apply this theory in social interactions by
defining the interaction as the system to be controlled and the respected values within the
interaction as the states. Notably, the application of control theory and the implementation of a
control system in social HRI comes with its own challenges. The value preferences underlying
the state of an HRI, must be prescribed and measurable. Sentiment analysis of the human’s
behavior (speech, mimics, gestures) might allow for a measurement, but concluding from human
behavior to a desired set of values including their appropriate emphasis is a difficult endeavor.
While subtle emotional human twists may probably be impossible to detect by the robot in the
first place, we intend that the robot is able to distinguish states that indicate, for example,
emergency situations, boredom, fear, and satisfaction to appropriately react to these. We assume
we can address this challenge with the application of fuzzy logic, but further research must be
carried out to validate this assumption.

7 Conclusion

In light of the pressing issues presented in long-term care, social robots have the potential to
support the care givers in their daily tasks and enhance the quality of life for care receivers.
Given the fundamental role of values in user acceptance of robots, we urge all researchers and
practitioners to incorporate values in robot design as a whole. The presented conceptual paper
gives an insight into our research approach to value-sensitive social robots and outlines how to
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technically tackle the value integration based on control theory. As part of our future work, we
aim to validate our approach to operationalizing values in HRI and refine the proposed technical
concept.
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