
153



154



H(v) is the 3D depth-selection operator for the 3D PSF, as described in (1). It relies on a continuous field
v ∈ RS , for which we make a Gaussian Markov Random Field assumption:

p(v) ∝ exp −
1

2
vTΣ−1v (5)

We assume that Σ ∈ RS×S is a circulant covariance matrix, whose basis is parameterized by a Gaussian
correlation function.
Summarizing, the image generation is as follows:
– select a snippet w from a healthy wood image.
– select a same-sized snippet r from the DRIVE database, color and crop it.
– sample a GMRF realization v (5).
– blend the images according to (3) and a given target SNR (4).
Fig. 3 illustrates the process.

Fig. 3: Illustration of the synthetic image formation process. y correspond to a SNR = −9dB.

3 Numerical results

To evaluate our approach, we test how its use impacts the segmentation of images, depending on the choice
of the training and testing databases. To measure the quality of the segmentation, we will use the Accuracy
metric, which allows to measure the total percentage of correctly predicted pixels. To show performance, we
only present the accuracy score to keep the reading straightforward.

3.1 Segmentation methods

– Pre-processing. Prior to segmentation, we extract relevant features as a pre-processing. The latter were
identified in a preliminary random forest-based study using the Ilastik software [8]. The features were sorted
along their Gini importance [9], and the 14 first features were retained (see Table 1). In addition, preliminary
experiments have shown that including classical image filters (namely Gabor, Sobel, Roberts, Scharr, and
Prewitt filters) also improves segmentation. Then, for any 3-channel RGB input image, the pre-processed
version contains 57 channels.

– Random Forests. The random forest algorithm [10] requires several parameters to be selected. The number
of decision trees was selected from grid search and we set 80 trees in this model. The other RF parameters
are set to have fully-grown and unpruned trees.
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Identity Hessian Gaussian Gradient Magnitude
σ = {3; 5; 7} σ = 2

Difference of Gaussian Laplacian of Gaussian Eigenvalues of Tensor Hessian of Gaussian
(σi, σj) = σ = Structure Eigenvalues

{(1, 3.5); (1, 12); (1, 30)} {0.5; 1.6; 3} σ = 0.7 σ = 3.5

Table 1: 14 features retained based on their Gini importance.

– U-Net. The U-Net model is widely recognized for its effectiveness in image segmentation and is commonly
used for this task [11]. To implement a U-Net model, we selected from preliminary experiment 4 depth
levels, from 256×256 input images to 16×16×256 bottleneck, and a block convolution parameter α of 0.2,
0.2, 0.1 and 0.1 for each level. The architecture weights were estimated with the Adam optimizer, using the
binary cross entropy criterion. The optimizer runs for at most 1000 epochs, stops when accuracy decreases,
and handles each image one by one (the batch are one-sized). We also set the input layer depth as 16, i.e. 16
features are first generated. The former takes RGB images as input, while the latter takes the pre-processed
images as input.

3.2 Synthetic and real image databases

We design and make use of several databases (Fig. 4) in order to validate the proposed approach:
– The first dataset contains only synthetic images, produced along the procedure detailed in Subsection 2.2.
We name it dataset A in the following, and it contains 427 images.

– The second dataset exclusively contains real images together with expert-labeled ground truths. We label
it as dataset B. We split this dataset depending on the content of the image:
• with fungi in lower quality image, presenting notably a higher blur: dataset B1, 247 images.
• without fungi: dataset B2, 312 images.
• with fungi : dataset B3, 569 images

– Dataset C contains images from both datasets A, B1 and B3, with 128 images.

Fig. 4: Overview of our 5 datasets.

The database resulting from datasets A and B will be made available online.
Note that we made the choice of relatively small images (2562 pixels) to ensure diversity in learning, yielding a
relatively high number of thumbnails. This is to be contrasted with the low number of acquisitions (15 images)
used to form thumbnails in dataset B.
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