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Abstract. This paper gives an introduction into a concept for proactive error prevention in 
manufacturing. The challenges for research include the accuracy of predictions, the auto-
mated adaptation of prediction models to heterogeneous and varied processes, and the man-
agement of prediction models in changing processes. The solution is a combination of ma-
chine learning technology, big data approaches and knowledge modelling.  
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1 Introduction 

Technological developments such as the Internet of Things and Industry 4.0 hold the potential 
for innovation in production processes. The costs are going to be lowered and quality of the 
production processes will be increased [1] [2]. These developments coincide with significant 
advances in the processing of mass data and machine learning methods [3]. Currently many tools 
with different merits and weaknesses are available for the processing of mass data [4], which can 
be combined with concepts such as the lambda architecture [5]. We are at a point where the 
current technologies are ready to capture high-resolution production data and quickly evaluate 
those with complex methods. The challenge for production companies is to exploit the techno-
logical potential for specific innovations in production processes and to scale the use of technol-
ogy in practice. 

2 Adaptable Prediction Models 

Production companies especially in high-wage countries face the challenge of producing high-
quality products at competitive prices. With the project PREFERML we want to develop predic-
tion methods which can predict and proactively avoid production errors in current and future 
processes. These methods, promise to greatly production costs and waste can be greatly reduced. 
For practical use, especially in heterogeneous and highly dynamic production processes, it is 
important to increase the degree of automation in the creation and use of prediction methods. 
Currently, the creation and maintenance of prediction models is highly demanding in terms of 
manual effort and time of human experts. Production companies carry out many production pro-
cesses which are changing over time. To be able to create and use numerous models for different 
processes, it is necessary to increase the degree of automation in modelling and maintenance. 
The aim of this project is to achieve this and thereby to enabling the widespread use of proactive 
error prevention in production. The interdisciplinary combination of expertise in data analysis, 
software architecture of business applications and domain knowledge from production is indis-
pensable for the investigation of practicable prognosis models in the production process. 



 

 

3 Related Work 

Using production data and big data technologies for prediction in production is the subject of 
current research [6] [7]. The challenges for research include (1) the accuracy of predictions, (2) 
the automated adaptation of prediction models to heterogeneous and varied processes, and (3) 
the management of prediction models in changing processes. 

The prediction accuracy is significantly influenced by the appropriate selection and pre-pro-
cessing of the data which use feature extraction and selection, as well as the parameterisation 
and selection of the prediction models [8] [9]. This often happens with the help of domain 
knowledge and as part of a manual process. However, there are approaches in research to auto-
mate these processes and the individual adaptation of models [9] [10] [11]. Recent work has 
shown the use of semantic models for the modelling of background knowledge in industrial ap-
plications [11] [12]. This work [13] already considers their application for the automated selec-
tion of model building features for model building. Here it is necessary to tailor and expand such 
approaches to the domain of error prediction in production processes. 

Regarding the administration of analytical models and their scalable use, a research gap has 
been identified and initial approaches developed [14] [15]. A key challenge is to identify and 
address changes in model quality and, if necessary, causal changes in the deployment environ-
ment. This requires continuous monitoring of performance parameters of the models and of rel-
evant conditions of the deployment environment. Technologies of complex event processing are 
suitable as a basis to detect certain situations in the available sensor data streams and to initiate 
necessary reactions [16] [17]. Previous works in the field of complex event processing for the 
evaluation of data streams in the production already exist [18] [19]. However, the definition of 
the relevant situations is not set by Complex Event Processing but is to be described for the 
respective task via event patterns. For monitoring of predictive models, it is necessary to adjust 
the use of complex event processing technology and to automate the definition of relevant event 
patterns. 

4 Solution Approach 

The proposed solution is a combination of machine learning technology, big data approaches 
and knowledge modelling. The combination of these technologies and their specific future de-
velopment should solve the main challenges at the creation and scalable use of the methods for 
proactive error prevention. Especially the following problems should be solved: (1) high quality 
prediction for production errors, (2) automated creation of many predictive models, (3) auto-
mated maintenance of the models in the production. Fig. 1 show the complete concept of the 
approach to solve the mentioned challenges. The basic components are explained below. 
 



 

 

 

Fig. 1. Conception overview over the approach 

A fundamental component of the solution is the modelling and use of background knowledge 
about the production processes and collected data. A domain expert with concrete process 
knowledge can often name relevant relationships. This background knowledge will get used to 
support the automatic creation and maintenance of prediction models. For example, when select-
ing data for a prediction model it is critical to select only relevant and non-redundant sources 
related to the predicted value. This selection can be done by heuristics but is faced with chal-
lenges, in particular for high dimensional data. Our approach is to create a modelling method 
that can be used to capture the required domain knowledge and make it available for automated 
data processing. Existing technologies such as ontologies are candidates for modelling language 
for production data and may be adapted to suit the requirements. 

Another key element in the concept is the automatic generation of prediction models. There-
fore, statistical models and machine learning models are going to be used. With these models, 
error predictions can be captured both as classification and as regression problems. The occur-
rence of certain error classes in current and future processes should be detected using classifica-
tion and be avoided in advance. Regression will be used to predict the properties of products. If 
the expected properties differ from the objective, the parameters of the production process can 
be changed during operation and during production breaks. The corresponding product property 
can thus be corrected proactively. 

With the help of big data technologies for parallel and highly scalable data processing, the 
solution spectrum for the model building will be investigated to find a case specific optimised 
solution. The parallelisation possibilities of established and emerging big data technologies 
should be used and if necessary adapted to achieve an efficient solution of the highly complex 
calculations. 
 The creation of models is not related to real-time requirements and can be implemented 
through batch-processing technologies. In comparison, the execution of prediction models must 
be continuous and - for some cases - in real time. The implementation of the prediction with 
technologies of stream processing and complex event processing should be investigated and suit-
able solutions should be identified. Technologies of stream- and complex event processing 
should be analysed to identify a suitable solution 

Due to changes in the production process or in the data collection, so called concept drift may 
occur, which may result in a loss of accuracy for the prediction models. Therefore, methods 



 

 

should be explored, which detect crucial changes in an early stage. The necessary logic is to be 
generated in the context of the automated modelling process. The objective is to automatically 
adapt the monitoring logic to the specific models and relevant inputs. 

5 Conclusion 

In this paper, we shed light over the need for effective predictive maintenance for manufacturing 
companies and production factories. Also, we gave a short overview of our scheme to use back-
ground knowledge and ontologies to prevent costly waste and increase the production output. 
The desired result is a combination of background knowledge, big data and machine learning 
technologies. This outcome will be used to create predictive models and automatically adapt 
them to newly emerging variants in production lines. Among the main objectives of our intended 
system is to handle arising concept drifts, and continuously adapt itself to the requirements of 
the production environment. 
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